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Introduction to Special Issue on 
Technology and Criminal Justice: 
Stepping into the Next Stage of 
Development

WELCOME TO THIS SPECIAL EDITION 
of Federal Probation. Reflecting on my begin-
nings as a federal probation officer in the 
1980s, I recall the technological landscape 
being vastly different. Back then, we marveled 
at beepers, dummy computer terminals, and 
location monitoring equipment that rivaled 
the traditional ball and chain in size and utility.

It was hard for me and my colleagues to 
imagine that, within our careers, we would 
witness the advent of app-filled cell phones, 
the Internet, GPS location monitoring tools, 
and advanced drug and DNA testing. Yet, 
even more astonishing is the next great leap 
forward in technology already upon us: the 
age of Artificial Intelligence and related tech-
nologies. Understanding the potential and 
costs of these technologies is crucial for crimi-
nal justice professionals, and that’s precisely 
what this special edition is about.

In “AI in Corrections: The Basics and A 
Way to Experiment,” Dr. Amit Shah, Ashit 
Chandra, and I offer a foundational under-
standing of Artificial Intelligence for criminal 
justice officials who may be navigating this 
terrain for the first time. We present a practi-
cal and impactful use case for the technology 
related to staff training, which is both secure 
and avoids ethical pitfalls while being scalable 
for agencies venturing into the AI landscape.

Thomas H. Cohen’s exploration of “The 
Pretrial Dashboards: Using Technology to 
Provide Judges with an Understanding of Their 
Pretrial Release and Detention Decisions” 
sheds light on the fusion of technology and 
judicial decision-making. By providing judges 
with invaluable insights, this paradigm shift 
not only empowers them with data-driven 
perspectives but also hints at broader impli-
cations for the federal pretrial system and 
beyond.

In “Exploring Probation and Parole Records 
Using Natural Language Processing,” Hadeel 
Elyazori, Teneshia Thurman, Kevin Lybarger, 
and Faye S. Taxman unravel the potential of 
Natural Language Processing (NLP) to unlock 
the wealth of information within probation 
records. Their groundbreaking case study 
showcases how NLP can revolutionize data 
interpretation, client management, and policy 
formulation, heralding a new era of evidence-
based practices.

Further delving into the realm of AI, 
Karine Megerdoomian, Charles E. Horowitz, 
and Amy B. Marsh underscore the imperative 
of harnessing advanced technology to address 
the complex nexus of substance use disorders 
and mental health conditions in their article 
on “Automated Extraction of Substance Use 
and Co-occurring Disorders from Probation 

Records.” They discuss tools now available to 
automate knowledge discovery from narra-
tive texts, enhancing efficiency and equipping 
probation offices with actionable insights to 
navigate multifaceted challenges of rehabilita-
tion and community reintegration.

We close this special edition with 
“Development and Testing of a Digital Coach 
Extender Platform for MOUD Uptake” by 
Jessica Vechinski, Dharmaraj Veeramani, 
Barbara Bowers, and Todd Molfenter. The 
authors discuss a pioneering pilot aimed 
at bridging the gap between the criminal 
legal system and health systems in combating 
opioid use disorder. Through the develop-
ment of a Coaching Extender Platform, this 
initiative promises to democratize coaching 
techniques, making them scalable, affordable, 
and ultimately more impactful in facilitating 
evidence-based treatments.

I hope you enjoy the articles and find 
that they spark your interest in the power 
and proper use of emerging technologies to 
improve the world of criminal justice and 
community corrections. From the standpoint 
of a generation hence, even these cutting-edge 
tools may appear to be baby steps, as primitive 
as the beeper in my 1980s probation office.

—Matthew G. Rowland
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AI in Corrections: The Basics and a 
Way to Experiment1 
 

Matthew G. Rowland2

Amit Shah3

Ashit Chandra4

THERE IS AN1 ongoing debate concerning the 
appropriate role of Artificial Intelligence (AI). 
This is particularly so in politically charged 
domains such as criminal justice, where the 
balance between societal and individual inter-
ests is already inherently contentious. As the 
use of AI moves beyond routine activities and 
closer to substantive decision-making, such 
as influencing sentences imposed for crimi-
nal violations and how those sentences are 
enforced, the debate becomes more intense. 
Often missing in the debate, however, is 
the perspective of criminal justice officials, 
including those in community corrections. 
This omission could be costly, because such 
officials are uniquely situated to recognize 
where the technology can enhance opera-
tional effectiveness and where it can pose risks 

1 This article is the product of human thought and 
articulation. Generative AI, specifically OpenAI 
(2021), was used for the quotes in highlighted 
text boxes. Also, please note Generative AI was 
provided with a draft of this article and prompted 
with the question: “Will readers of the Federal 
Probation Journal find this article interesting.” The 
AI responded: “[. . .] The article covers a critical and 
emerging topic with a focus on practical applica-
tion, making it valuable and engaging for readers 
interested in the intersection of AI and corrections.” 
We’ll leave the accuracy of that AI assessment to 
you, the human reader.

to desired outcomes.234

Criminal justice officials need to become 
more familiar with the technology to 
2 Matthew G. Rowland has more than 35 years 
of leadership and operational experience in the 
criminal justice field. He retired from govern-
ment service as a senior executive and chief of 
the Probation and Pretrial Services Office for the 
Administrative Office of the United States Courts. 
He has since been a principal in Maloney, Rowland, 
& Associates LLC, providing diverse consulting 
services to government agencies, think tanks, and 
global technology firms focused on improving 
criminal justice outcomes.
3 Dr. Amit Shah earned his doctorate in Biomedical 
Engineering at the University of Illinois at Chicago. 
He led clinical studies on the application of vir-
tual reality and adaptive feedback algorithms on 
neurorehabilitation of stroke and traumatic brain 
injury survivors. After earning his Ph.D., Amit 
has served as a leader of data science initiatives at 
several companies and has led and won hackathons 
in predictive analytics. He is an expert on build-
ing generative AI solutions, predictive analytics, 
and What-If modeling. Amit was the Data Science 
Manager at Abbott Laboratories before leaving to 
found his own Data and AI consultancy, GNS-AI. 
He now serves as the President and Chief Data 
Officer of GNS-AI and is working with various 
companies and government agencies to deliver safe, 
cost-effective, and innovative solutions.
4 Ashit Chandra is Vice President of Infobahn 
Solutions, specializing in Data Engineering, Data 
Analytics, and Enterprise Data Management. He 
has a successful track record designing and imple-
menting Enterprise Data Lakes, Enterprise Data 
Warehouses, Business intelligence, and Big Data 
Analytics solutions that empower organizations to 
harness their data assets and meet mission goals.

contribute meaningfully to the debate and its 
resolution. This can be best achieved through 
pilots and experimentation specifically 
designed to surface the technology’s strengths, 
weaknesses, and costs. Without such firsthand 
experience, criminal justice officials can get 
lost in the technojargon, hyperbole, and IT 
industry’s self-interest that often hinder a true 
understanding of AI.

This article aims to provide a basic under-
standing of AI and the surrounding issues to 
officials in the criminal justice field, who may 
not already have this understanding. Also, we 
advocate for a specific use case for criminal 
justice agencies to begin their own AI journey. 
That use case was selected because of its abil-
ity to expose the potential and challenges of 
AI in a relatively safe—yet important—envi-
ronment. In addition, a successful prototype 
exists that leverages scalable and economical 
AI tools, with a criminal justice-oriented 
thought process already applied. The proto-
type provides a solid foundation on which 
to build while reducing time and financial 
burdens on agencies.

The proposed use case focuses on staff 
training, which has been identified as a top-
tier need of criminal justice agencies (Russo, 
2019). At the same time, a training application 
offers a more controllable environment and 
involves less sensitive data than would a direct 
case management use, and allows for extensive 
human supervision of the AI outputs.
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An Introduction to AI
AI does not lend itself to easy definition. As 
noted in a journal from one of the United 
States’ leading technical institutions, “artifi-
cial intelligence is constantly evolving, and 
the term often gets mangled” (Hao, 2018). 
In an attempt to offer at least something to 
help readers comprehend the technology, the 
same article suggests viewing AI as mimick-
ing human intelligence, an analogy frequently 
employed by others to explain AI as well 
(Frankenfield, 2023). Unfortunately, the anal-
ogy is flawed.

One reason is that human intelligence 
itself is notoriously hard to define and con-
ceptualize (Weder, 2020). So, the comparison 
is of one riddle to another. Also, there are 
clearly fundamental differences in how and 
why AI and humans operate “cognitively.” AI 
relies on a digital framework, using binary 
code (a series of zeros and ones) to operate. 
Further, the technology is directed exclusively 
by algorithms (programmed step-by-step 
instructions) that are encoded by humans. 
Science fiction accounts to the contrary: AI 
is devoid of consciousness and self-initiative. 
It does nothing that cannot ultimately be 
traced back to its human-designed software 
and hardware. It is an inanimate tool, and its 
value and impact, whether positive or nega-
tive, hinges on the individuals who develop 
and wield it.

Conversely, humans function within a 
sensory framework, drawing upon our obser-
vations, auditory input, and tactile sensations, 
all interwoven with our wealth of experience, 
emotions, and intuition. Human agency and 
choice are inherent in our decision-making 
processes. Our collective choice to collaborate, 
complemented by shared creativity and inno-
vation, gives rise to technologies like AI. It is 
so sophisticated that it is likely impossible for 
one person alone to understand it fully. But a 
full understanding of AI is not what is needed 
by criminal justice officials.

There are countless examples where we, as 
individuals, use technology effectively without 
an in-depth understanding of how it works. 
Most people would be at a loss to explain the 
inner workings of their car, cell phones, or 
personal computers, yet they skillfully use the 
devices with awareness of what constitutes 
legal and proper use.

Similarly, when it comes to AI, a concep-
tual grasp and recognition of appropriate and 
inappropriate uses are well within the realm 
of common understanding. While the devel-
opment and proper use of this technology 

may necessitate a collaborative effort involv-
ing technical, operational, and administrative 
experts, individuals can ultimately assess the 
value and correct operation of AI.

What makes AI particularly exciting and 
disconcerting at the same time is the rate 
at which it is improving. The fundamental 
building blocks of AI, including computa-
tional speed, the amount of digital data, and 
sophisticated algorithms, are increasing expo-
nentially (Henshall, 2023)—as are the number 
and expertise of developers to harness those 
growing resources. Combining that progress 
with increased investments in things like 
robotics conjures images of a dystopian future 
where computers dominate society, rendering 
human involvement unnecessary.

However, it is vital to differentiate between 
the speculative future of AI and its current 
state and near-term trajectory. The remote 
and imaginable should not eclipse the present 
and tangible. As discussed further below in 
relation to the proposed use case, AI can more 
than quickly process large stores of digitized 
text. Through a functionality called Natural 
Language Programming, it can understand 
and use human language. Additionally, image 
analysis functionality can identify objects, 
faces, scenes, and anomalies in digital photos 
and videos. It can display the results of its 
analysis in the manner and context that indi-
vidual users find most valuable. And it can do 
all that when designed and resourced correctly 
in close to real-time, and with a precision 
and discipline that humans would find hard 
to match. Think how efficient and effective 
probation officers and other criminal justice 
officials would be with AI assistants to take 
in, process, and display information when and 
how officials need it. 5

That alone warrants agencies undertaking 
greater testing of, and experimentation with, 
the technology. Furthermore, understand-
ing AI today will better inform us about 
its future potential and risks. And if those 
arguments were not enough, then there is 
the reality (which the field of corrections is 
a testament to) that others will experiment 
and use the technology regardless of ethical 

5 A practical example is that the national and local 
policies and procedures of the Federal Probation 
and Pretrial Services System are collectively thou-
sands of pages long. It is impractical to expect 
individual probation and pretrial staff members 
to memorize and adhere to so many policy and 
procedural provisions without support. There are 
several ways AI can help the officers navigate to 
the relevant policy guidance when, where, and how 
they need it.

considerations because of its lucrative poten-
tial. If AI is only available to such people, the 
dystopian future is all but assured.

Nevertheless, there are significant concerns 
surrounding AI even in its current state, par-
ticularly within the criminal justice domain. 
These concerns include: (1) AI’s reliance on 
historical data and input from existing crimi-
nal justice personnel, potentially perpetuating 
biases, inequities, and inefficiencies attrib-
uted to the current system, and (2) the risk 
of undue deference to technology by future 
personnel within the criminal justice system 
(Burns, 2022).

The fear, somewhat paradoxically, is that 
AI will be overly influenced by poor and bad 
actors from the past. Conversely, future actors 
in the criminal justice system will subjugate 
their own good judgment and overly rely on 
AI. Fortunately, good technology implemen-
tation practices in relation to AI can mitigate 
those concerns. These practices include trans-
parency and diligent human examination and 
oversight of AI inputs, outputs, and uses. In 
addition, the technology itself offers ways to 
combat faulty inputs and distorted outputs, 
such as AI-based tests and techniques that 
can proactively expose potential biases in data 
analyzed and conclusions drawn (Feast, 2020).

So, well-designed AI applications can 
actually reduce bias, offering “a number of 
advantages [over human judgment alone], 
including the speed at which they process 
information. Also, because they do not have 
feelings, they are more objective and predict-
able than people in their decision-making. 
They are a core component of overcoming 
the pervasive bias and discrimination that 
exists in the criminal justice system” (Rizer & 
Watney, 2018).

AI Already in Use
It’s highly probable that you’ve interacted with 
AI today without even realizing it. Whether 
you used GPS to navigate around traffic, 
enjoyed personalized music, or engaged with 
social media, AI played a pivotal role in 
those experiences. If you’re reading this article 
online, your device, network, and the search 
engine likely leveraged AI.

While not mainstream, some criminal 
justice agencies have started using AI in their 
operations. A consortium organized by the 
National Institute of Justice found that AI is 
currently employed to screen prison visitors 
and incoming mail for contraband. It’s also 
used for analyzing inmate telephone con-
versations to identify threats and potential 

AI IN CORRECTIONS: A WAY TO EXPERIMENT 5
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criminal activity. Additionally, some agencies 
use chatbots6 to remind pretrial defendants of 
court dates and to provide probationers with 
relevant information to help them comply 
with their supervision conditions. AI is also 
sometimes employed for actuarial prediction 
of recidivist risk presented by inmates and 
individuals under community supervision.

Although reports on the effectiveness of 
AI in those instances is not yet publicly avail-
able, the consortium concluded that “AI is 
here to stay” and that “AI-enabled tools have 
the potential to improve efficiency, reduce 
costs, and expand capabilities across many 
criminal justice use cases[.]” To achieve those 
benefits, the consortium added, “will require 
intentional investment, careful consideration, 
and sustained efforts from criminal justice 
decision makers” (Criminal Justice Testing 
and Evaluation Consortium, 2020).

A similar conclusion was reached by offi-
cials from the Administrative Office of the 
United States Courts (AO). The AO is a fed-
eral judicial agency responsible for overseeing, 
supporting, and reporting on the Federal 
Probation and Pretrial Services System (FPPS).

Both the AO and FPPS face the challenge 
of processing a vast amount of information 
related to court-involved individuals and the 
strategies and activities probation and pre-
trial services officers use in investigating and 
supervising those individuals.

For probation and pretrial services officers, 
the task involves sifting through the mass of 
information provided by clients themselves, 
the community, and other agencies to identify 
what is relevant and actionable for effective 
case management.

For AO administrators, the challenge is 
identifying systemic patterns and best prac-
tices from literally tons of data (if it were 
printed out) that officers enter into case man-
agement systems regarding their clients and 
the strategies employed to achieve positive 
case outcomes.

To determine if AI could help meet the chal-
lenge of efficiently managing the vast amounts 
of data to answer operationally important 
questions, the AO undertook a proof of con-
cept. The effort is described in more detail in 
an Irish Probation Journal article (Rowland, 
Beatty-Gregoire, & Fitzgerald, 2019) but, in 
short, involved forming two teams, each with 
a handful of probation officer specialists and 

6 Chatbots are AI applications that enable tech-
nology to engage with humans through speech or 
text, answering questions, directing queries, and 
furnishing necessary information.

computer engineers.7 Each team was also 
equipped with open-source8 AI tools.

One team was provided with the case 
notes, known as chronological entries, typed 
by probation officers on 133,000 post-con-
viction supervision cases; the other group 
given scanned copies of 11,243 presentence 
reports. 9

Each team was then tasked with using the 
AI tools to answer specific questions.

The team with the supervision case notes 
was asked to identify specific references in 
the notes that would justify concluding that 
the person supervised had ties to violent 
extremist groups. The team handling the pre-
sentence reports had to determine how many 
defendants, as described in the reports, were 
suffering from mental illness and the nature 
of their condition.

Both teams first conducted quality control 
checks on the documents they were given, 
standardized the data format to facilitate AI 
analysis, and developed algorithms to catego-
rize relevant information hierarchically based 
on the posed questions. They also created 
output reports that allowed probation officers 
in the courts, who were familiar with the cases 
being analyzed, to verify the accuracy of the 
results. Importantly, the outputs allowed the 
officers in the courts to see the exact data 
upon which the AI relied to classify the case as 
involving persons with ties to violent extrem-
ist groups or suffering from mental illness.

Upon reviewing the output reports, the 
officers in the courts familiar with the cases 
provided feedback on the reports’ accuracy 
and offered insights into why the results were 
correct or incorrect in each case. That input 
led to modifications to the algorithms, and 
the process was repeated, accuracy improving 
with each iteration to the point that the out-
puts were considered highly reliable based on 
the data analyzed.10

7 The computer engineers were a mix of judiciary 
employees and contract vendors, most with only 
recent exposure to the AI tools to be used in the 
project.
8 Open source refers to software that is publicly 
available and free to use.
9 To protect against inappropriate secondary use or 
disclosure of the case data collected as part of the 
proof of concept, only government-approved envi-
ronments were used to store and analyze the data. 
In addition, judiciary data retention and disposal 
rules were applied, and all staff involved in the proj-
ect were subject to confidentiality agreements and 
government security regulations.
10 The subject-matter experts and reviewing officers 
noted that output reports were only accurate to the 

The ultimate finding from the proof of 
concept was that “at roughly 3% of the price 
of doing it manually and at a fraction of the 
time, the AI [. . .] revealed insights into violent 
extremists under supervision and the mental 
health condition of persons being sentenced 
in federal court.” Further, it was concluded 
that “[AI] offers unprecedented opportunities 
to learn from past cases, to make [corrections] 
more efficient, and to further several public 
interests.”

Consequently, the AO project evaluators 
recommended additional experimentation 
with AI—but with the caveat that the agency 
and those like it considering AI “invest in 
the front end to ensure business needs are 
clear and that the AI is properly ‘educated’ 
about the data it will be processing. Again, 
there is strong support for the ‘supervised 
model’ of AI with the technology and subject-
matter experts working together, rather than 
independently.”

A Proposed New Use Case
Deciding where to begin experimenting with 
AI can be daunting for any corrections agency. 
However, it is important to remember that 
lessons learned from adopting other tech-
nological tools can be applied to AI. This 
includes following generally accepted change-
management principles, conducting legal and 
ethical reviews, developing cost-benefit mea-
sures, and not operationalizing anything that 
could affect actual case management without 
sufficient testing and vetting. Moreover, tech-
nology seldom operates perfectly out of the 
box and requires ongoing configuration and 
adjustments for optimization.

As mentioned previously, it is an estab-
lished best practice to use cross-cutting teams 
when developing AI applications and to 
ensure ongoing human supervision of the AI. 
Such a cross-cutting team can also assist on 
the front end in defining project goals and 
thinking about how outcomes can assist in 
shaping an ultimate vision for AI, assuming 
the technology proves useful. To that end, to 
develop a new use case for this article, the 
first step taken was discussion with federal, 
state, and local corrections officials and their 
technology teams.

A vision for the technology that emerged 

degree the data analyzed was up-to-date and com-
plete. They noted such analysis is not a “launch and 
forget” endeavor but rather that “ongoing review of 
data dictionaries, expansion of data sources and a 
strong feedback loop with users are needed for the 
technology to achieve its full potential.”
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from those discussions was AI as a “digital 
assistant”: not replacing humans but help-
ing improve human decision-making. With 
AI memory capacity and speedy recall, AI 
could prove to be a valuable repository of 
policies, procedures, and best practices and a 
conveyer of institutional knowledge. With a 
well-designed interface, AI can give criminal 
justice officials the information they need, 
when, where, and how they need it.

As illustration, envision a case that trans-
fers between probation officers. It may not 
be easy for the new officer to detect changes 
in the client’s appearance or living condi-
tions compared to what occurred before the 
transfer. In contrast, AI technology can easily 
compare digitized photos of the client and 
residence, taken before and after the transfer. 
The AI could also point out the differences in 
a relevant way based on what has been learned 
from other cases, such as distinguishing where 
weight loss may be a sign of improving health 
in the client as opposed to resumed drug use 
or a mental or physical medical problem.

In terms of detecting changes in the client’s 
living conditions, one of the most notori-
ous cases in community corrections history 
involved a person under supervision who 
transferred repeatedly among officers and 
agencies. The transfers contributed to new 
officers not detecting signs that the person 
under supervision had modified his house and 
property to conceal the presence of persons 
he had kidnapped and whom he repeatedly 
assaulted during the period of supervision. 
It is admittedly speculative but interesting 
to think that AI might have helped the offi-
cers detect the changes in the residence over 
time and led to quicker detection, or ideally 
deterred the client’s criminal behavior.

The vision aside, those in corrections con-
sulted for the identification of a new use case 
had questions regarding the ethical use of AI. 
The United States is only beginning to con-
sider regulations pertaining to the technology, 
with a first-of-its-kind executive order being 
recently signed by President Biden (White 
House Briefing Room, 2023). The full impact 
of that order is not yet known, but it appears 
in substantive areas to be consistent with regu-
lations a little further along promulgated by 
the European Union (EU). The EU approach 
establishes categories of risk based on how and 
by whom the AI is used, and sets out limita-
tions and requirements commensurate with 
that risk level.

Under the EU system, correctional agen-
cies’ operational use of AI would likely be 

deemed “high risk.” The regulations call for 
careful thought and documentation related 
to the data selection, algorithm development, 
and other inputs into the AI, as well as the 
technical workings of the technology design 
itself. The regulations also call for ongoing and 
rigorous testing and human supervision of the 
AI outputs and proactive steps to avoid any 
impermissible biases from influencing the AI 
and its outputs. An overall requirement under 
the EU regulations is transparency (European 
Union, n.d.). Consequently, corrections agen-
cies should keep direct stakeholders informed 
and consider publishing papers in professional 
and academic journals about their AI use as 
well. This will have the added benefit of allow-
ing corrections agencies to learn from each 
other regarding AI utility and best practices.

With those considerations in mind, the 
specific use case that we suggest corrections 
agencies explore to gain familiarity with AI 
relates to staff training—specifically, using AI 
to interpret audio recordings of mock inter-
views between staff and “clients.” The training 
context offers a controlled environment, 
enabling limitations on sensitive information 
and identities and plenty of human supervi-
sion of the AI outputs. Another factor for the 
recommendation is that we have successfully 
developed a prototype that analyzed audio-
recorded conversations between probation 
officers and anonymized or mock clients. For 
those of you interested in the technical speci-
fications of the prototype, see the end notes.i

Beyond its ability to transcribe conversa-
tions and identify speakers, the prototype 
offers both descriptive and qualitative insights 
into the dialogue. Notably, the ChatGPT-style 
interface is a compelling feature for extracting 
this kind of information.

By simply inputting a question like Who 
spoke more, Speaker One or Speaker Two?, 
the AI promptly responds with the answer. It 
also allows for more in-depth inquiries, such 
as “Did any of the speakers use profanity?” 
or “Did one speaker talk over the other?” 
or “Did the speakers discuss the facts and 
circumstances surrounding the client’s recent 
drug use?”

The possibilities are virtually limitless, with 
the only constraint being the need to develop 
training materials for the AI. It’s worth noting 
that crafting these training materials demands 
careful consideration and testing, as their 
quality significantly impacts the AI’s output. 
For instance, if you intend to assess whether 
officers in a recorded conversation are using 
specific techniques, like cognitive-behavioral 

or motivational interviewing methods, you 
must carefully define the words, phrases, and 
even the tone of voice associated with these 
techniques. Similarly, when gauging the “cli-
ent’s” response to the officers’ use of these 
techniques, you’ll need to specify the words, 
phrases, and tone that the AI should identify.

On the back end, effort was required to 
provide the AI with feedback regarding the 
accuracy of its determinations and the ratio-
nale behind its decisions. For instance, it was 
essential to ascertain whether the AI accurately 
classified the officer’s conversational approach 
as “directive” or “instructional,” when in fact, 
it was more “collaborative” and “emphatic.” 
This feedback loop involved querying the AI 
through the interface to understand the data 
it relied on to reach its conclusions. Human 
supervisors of the application then had to 
evaluate whether new training material for the 
technology was necessary or if modifications 
to the application’s algorithm were warranted.

The prototype illustrated the significant 
potential of audio recording analysis. Words, 
phrases, their arrangement, and the nuances 
of tone hold the key to correctly understand-
ing and categorizing a conversation. However, 
if a jurisdiction so desires, the option of 
adding visual analysis is available. Given the 
substantial portion of communication that is 
non-verbal, supplementing verbal cues with 
facial expressions, body language, and other 
non-verbal signals can render the analysis 
even more comprehensive.

Capturing people’s voices and images, 
however, creates risk. Although in our mod-
ern digital world many of our voices and 
images are floating somewhere in the public 
domain, what makes certain AI uses, like 
Deep Fakes,11 disconcerting is that they can 
manipulate our voices and images to make 
it appear we have said and done things we 
have not. There are some defenses to that, but 
restricting the data made publicly available 
helps as well. Consequently, there are privacy 
considerations that should go into the devel-
opment of agencies’ AI environments. For a 
brief discussion of such considerations, please 
see the end notes following the Bibliography.ii
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End Notes
i. For the proof of concept centered around in-
terview analysis via generative AI, we employed 
a carefully curated tech stack to maximize 
efficiency and performance. Streamlit was our 
choice for web app development due to its 

interactive and straightforward nature, making 
it ideal for rapid prototyping. We harnessed 
the power of OpenAI’s GPT-3.5 Turbo model 
through their API for sophisticated language 
modeling, analysis, and summarization, ensur-
ing in-depth insights from the interview data. 
We also leveraged OpenAI’s Whisper model 
to create a transcript that GPT-3.5 turbo could 
process. The ChromaDB, an open-source vector 
database, facilitated efficient data management 
and indexing to allow for inferencing on the 
transcript, while LangChain was invaluable for 
creating a seamless chain of prompts, enhanc-
ing the user interaction and data input process, 
which resulted in a chatbot we could use to 
dynamically query the resulting transcript. All 
of this was adeptly put together using Visual 
Studio Code as the integrated development en-
vironment (IDE) for its versatility and extensive 
developer support.

ii.To protect sensitive audio data and transcripts, 
for example, a multi-layered on-premise secu-
rity approach should be taken. The audio files 
should be transcribed using private voice-to-
text models that are served locally and private 
large language models that are trained internally 
using the organization’s data. This prevents ex-
posing the raw audio to external cloud services. 
The audio and resulting transcripts should be 
encrypted and anonymized to remove identi-
fiers. Any additional natural language process-
ing or machine learning inferencing on the 
transcripts should occur locally on private edge 
servers, not in the cloud. Strong access controls 
and audit trails should track all data access, 
with logs monitored for unauthorized usage. 
The data should be stored on local servers with 
hardened security including firewalls, intrusion 
prevention, and minimal ports exposed. Regular 
pen testing should check for vulnerabilities. 
With proper encryption, private models, access 
controls, on-premise infrastructure, and audit-
ing, the confidentiality of the audio data can be 
maintained from transcription through usage.
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WHEN A PERSON (i.e., a defendant) is 
charged with committing a federal offense, 
judicial officials have the discretion to 
determine whether that defendant should 
be released pretrial, subject to the criteria 
required by the Eighth Amendment and 
under 18 U.S.C. §3142 of the federal statute. 
Under both guiding documents, detention 
is reserved only for rare cases where “no 
condition or combination of conditions will 
reasonably assure the appearance of the per-
son as required and the safety of any other 
person and the community” (see 18 U.S.C. 
§3142). The decision to release a defendant 
into the community or detain the defendant 
until the case is disposed is of crucial impor-
tance. Not only can a defendant’s liberty, and 
therefore, constitutional rights, be constrained 
by the detention decision, but research has 
shown that subsequent case outcomes (includ-
ing the likelihood of conviction, severity of 
sentence, and long-term recidivism) can be 
negatively affected when pretrial detention is 
mandated (Gupta et al., 2016; Heaton et al., 
2017; Oleson et al., 2014).

Despite the crucial, some would even 
say pivotal, role (Carr, 2017) of the pretrial 
release decision in the federal system and the 

various provisions and efforts aimed at reduc-
ing unnecessary detention, the federal pretrial 
detention rate remains at a level that has 
been viewed as high and a source of concern. 
For example, the percentage of defendants 
released pretrial (excluding undocumented 
non-citizens) has declined from 55 percent 
in fiscal year 2008 to 47 percent in fiscal year 
2017 (Cohen & Austin, 2018). Since 2017, the 
release rate for defendants who are not undoc-
umented non-citizens has remained relatively 
stable; in fiscal year 2022, for example, the 
release rate for these defendants was 47 per-
cent (AO, Table H-14B).

In response to these concerns about 
increasing rates of pretrial detention, the 
Probation and Pretrial Services Office (PPSO) 
of the Administrative Office of the U.S. Courts 
(AO) was tasked with developing a series of 
statistical dashboards that would allow judges 
to view their own pretrial release rates by a 
variety of characteristics and compare them 
to the nation or their circuit or the district 
where they preside. These dashboards were 
created and then disseminated to the federal 
judicial community in early 2022 and updated 
since then. Since their release, judges have had 
ready access to their release and detention 

decisions for the first time. Before the advent 
of the pretrial dashboards, this information 
for the most part was not readily available to 
judicial officials; rather, judicial officials who 
were interested in reviewing their release and 
detention decisions had to rely upon data 
manually compiled for them by U.S. proba-
tion or pretrial services officers within their 
districts.

This article will provide an overview of the 
pretrial dashboards that have been created for 
federal judges, including 1) background about 
the processes that led to the creation of the 
dashboards, 2) specific examples of informa-
tion made available to judges through the 
dashboards, 3) trainings that have been con-
ducted to introduce judges to the dashboards 
and the potential impacts of training on dash-
board usage, and 4) future implications of the 
dashboards for the federal pretrial system and 
the potential of these dashboards to be further 
disseminated to the public.

Pretrial Dashboards Background
The pretrial dashboards were initially devel-
oped in response to requests by judges from 
the Magistrate Judges Advisory Group (MJAG) 
and other judicial entities (e.g., Criminal Law 
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Committee) for a statistical tool that would 
allow judges to examine their own deci-
sion-making on pretrial release. Moreover, 
these dashboards were intended to further 
the requirement in 18 U.S.C. § 3154(9) that 
pretrial services “develop and implement a 
system to monitor and evaluate bail activities, 
provide information to judicial officers on the 
results of bail decisions, and prepare periodic 
reports to assist in the improvement of the bail 
process.” It was also anticipated that the dash-
boards would provide a tool for judges as well 
as probation/pretrial chiefs to monitor release 
rates and encourage dialogue aimed at reduc-
ing various forms of unnecessary detention.

Before the advent of the dashboards, judges 
did not have the capacity to readily examine 
their own pretrial release and detention deci-
sions. There was no systematic way for judges 
to determine the number and percentage of 
defendants they released pretrial, the extent 
to which their release decisions varied by 
key characteristics (e.g., most serious offense 
charge, pretrial risk assessment (PTRA) risk 
scores, demographic characteristics), and the 
rates at which those they placed on release 
engaged in such pretrial misconduct as miss-
ing their court appearances, having an arrest 
for new crimes, or being revoked on technical 
violations. Any judge interested in reviewing 
this information would have to manually col-
lect pretrial data about defendants appearing 
before their court, a time consuming and 
laborious process.

The dashboards address these informa-
tional gaps for the first time by providing a 
myriad of pretrial metrics through an inter-
active format. Specifically, judges can use 
these dashboards to explore their own pretrial 
release decisions, ascertain how these release 
decisions vary by certain criteria (such as 
PTRA risk scores, most serious conviction 
offenses, and demographic characteristics), 
and determine how many defendants they 
release commit pretrial violations (pretrial 
rearrest, failure to appear (FTA), or revoca-
tion). Judges can also use this information to 
compare their decisions with the release pat-
terns manifested at the national level or in the 
circuit/district where they work.

Construction of the 
Pretrial Dashboards
The pretrial dashboards were constructed 
through a two-stage process. Initially, the 
raw pretrial data were obtained from the 
AO’s Probation and Pretrial Automated 
Case Tracking System (e.g., PACTS). These 

data were then exported to the Tableau soft-
ware platform, which provides users with 
the capacity to create and display interac-
tive analytics. A series of dashboards were 
constructed and reviewed by subject matter 
experts within PPSO, who provided crucial 
assistance and advice about the dashboards’ 
content and graphical design. The dashboards 
have since been reviewed by several oversight 
committees, including the Magistrate Judges 
Advisory Group, Criminal Law Committee, 
and senior executive staff with PPSO and the 
AO, who provided additional suggestions and 
comments.

The dashboards contain information on 
pretrial activations encompassing ten-year 
time frames. The initial series of dashboards 
disseminated to the Judiciary in 2022 included 
pretrial activations between fiscal years 2011 
through 2020, while the 2023 update included 
pretrial activations that took place between 
fiscal years 2012 through 2021. The dash-
boards will be refreshed again in 2024; when 
this occurs, the dashboards will contain pre-
trial activations for fiscal years 2014 through 
2023. While the dashboards include relatively 
recent pretrial data, it is important to acknowl-
edge that they do not provide real-time data 
on judicial release and detention decisions. 
Hence, judicial officials and other users may 
decide to review them intermittently, because 
they remain unchanged for periods spanning 
12 months.

During the construction of these dash-
boards, several limitations were placed on 
them that should be noted. First, it is crucial 
to acknowledge that the dashboards were built 
to enable judges to view their own release 
decisions but not those of other judges. In 
other words, judges are unable to use these 
dashboards to examine and inspect the deci-
sions of other judges within their district or 
in other districts. Second, federal probation 
and pretrial services officers are not provided 
with access to the dashboards at this time 
because of concerns that, by highlighting 
the historical release practices of individual 
judges, the dashboards might hinder offi-
cers from making independent release and 
detention recommendations. It was, however, 
agreed that chief and deputy chief proba-
tion and pretrial services officers would be 
provided with judge-identifying release and 
detention information, because these officials 
were best positioned to work with judges on 
ways to reduce unnecessary pretrial detention 
and are statutorily mandated under 18 U.S.C. 
§3154(9) to provide information and periodic 

reports to judicial officers that assist in the 
improvement of the bail process. The proba-
tion/pretrial chiefs and deputies can only 
examine judge-specific data within their own 
districts; they are precluded from viewing the 
decisions of judges in another district. Last, 
demonstrations of the dashboards were pro-
vided to officials within the U.S. Department 
of Justice and the Federal Defenders Office; 
both entities expressed interest in having a 
modified version of the dashboards, without 
any judge-specific information, made avail-
able to them through the U.S. Courts website.

An Example of the 
Pretrial Dashboards
This section provides visual examples of the 
dashboards through a series of screenshots. 
The first screenshot shows what the typical 
dashboard looks like. Specifically, this dash-
board presents information on yearly release 
rates in two fields. The upper field provides 
national-level yearly release data, while the 
bottom field displays yearly release data for a 
particular judge whose name has been deiden-
tified. A judge examining these dashboards 
can see how many defendants that judge had 
released for a period spanning fiscal years 
2012 through 2021 and, importantly, compare 
those release rates to those of the nation. (See 
Figure 1.)

The next screenshot demonstrates the 
interactive nature of these dashboards. This 
example illustrates a judge’s ability to select 
certain criteria using various filters placed on 
the dashboard’s right side. In this instance, 
the application of these filters allows judges 
to review their release outcomes for only 
U.S citizens defendants. Note that the filter 
applies to both data panels, meaning that 
the national- and judge-level release rates 
have been filtered to include only U.S. citizen 
defendants. Undocumented and documented 
non-citizens and persons of unknown citizen-
ship have been removed from the dashboards. 
(See Figure 2, page 12.)

The next screenshot further highlights the 
types of filters available on the pretrial dash-
board tool. In this screenshot, the release rates 
have been further filtered to include only U.S. 
citizen defendants with cases activated in the 
Eleventh Circuit, where this judge hears cases. 
For this dashboard, the release rates have been 
further adjusted so that the upper data panel 
reflects the release rates for defendants with 
cases activated in the Eleventh Circuit. (See 
Figure 3, page 13.)

Another example of the interactivity of 
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these dashboards is shown in the next screen 
shot. Here cases have been further filtered 
to reflect pretrial activations involving U.S. 
citizen defendants charged with drug offenses. 
(See Figure 4, page 14.)

It should be noted that other filters could 
be applied to these dashboards. For example, 
users could employ filters encompassing the 
PTRA risk score, consent to detention cases, 
and district of case activation to further refine 
these pretrial release data.

In addition to highlighting yearly release 
rates, the dashboards contain a variety of 
other pretrial metrics, some of which are 
showcased in this article. For example, judges 

can use the dashboards to examine their 
release rates by the PTRA’s five risk catego-
ries.1 As shown in the screenshot below, the 
dashboards show release rates declining in a 
stepwise manner by the five PTRA risk cat-
egories both nationally and for this specific 

1 The PTRA is an actuarial risk tool used by the 
federal system to classify defendants by their 
probability of failure while on pretrial release. 
The PTRA places defendants into one of five risk 
categories; the higher the risk grouping, the more 
likely according to the PTRA that a defendant will 
fail (that is be rearrested, miss a court appearance, 
or be revoked), while on pretrial release. See Cohen 
and Lowenkamp (2019) for an overview of the 
PTRA risk tool and its capacity to predict pretrial 
violations.

judge. (See Figure 5, page 15.)
Another dashboard provides informa-

tion on release rates by the most serious 
offense charge both nationally and at the judge 
level (see next screenshot). As shown, at the 
national level defendants charged with traffic/
DWI, property, or public-order offenses had 
the highest release rates, while defendants 
with violence, weapons, or unknown offense 
charges were the least likely to be placed on 
pretrial release. Also, all non-citizen defen-
dants (documented or undocumented) have 
been filtered out of this dashboard. If the non-
citizens had been included, then defendants 
charged with immigration offenses would 
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have the lowest rates of pretrial release (data 
not shown). (See Figure 6, page 16.)

Another dashboard highlighted in this 
article illustrates this tool’s capacity to provide 
judges with information on how defendants are 
being detained pretrial. The above data panel 
provides detention type information, filtering 
out non-citizen defendants, while the below 
data panel highlights detention information for 
a specific judge (again filtering out non-citizen 
defendants). For the detention dashboard, note 
that a sizable percentage of detained defen-
dants (43 percent) consented to being detained 
pretrial. Again, note that users can apply a 
variety of different filters that would allow 
them to compare the mechanisms they use for 

detention with national-, circuit-, or district-
level data. (See Figure 7, page 17.)

The last dashboard highlighted in this arti-
cle showcases how judges can use these tools 
to better understand the violation rates among 
their released defendants and examine how 
these rates vary by the PTRA risk categories. 
As with the other dashboards, the upper data 
panel provides national-level information on 
the percentage of released defendants who were 
revoked, rearrested, failed to appear (FTA), or 
had a rearrest for a violent offense across the 
five PTRA risk categories. Similar to the other 
dashboards, users could filter out certain case 
types or assess the violation patterns at the 
circuit or district level. The below data panel 

provides information on violations for a spe-
cific judge, which is crucial, because judges can 
now ascertain of those defendants they release 
how many were rearrested, failed to appear, or 
had a pretrial revocation by the five PTRA risk 
categories. (See Figure 8, page 18.)

While this article provides a general over-
view of the types of data available in these 
dashboards, it should be stressed that not all 
data metrics could be highlighted. Specifically, 
dashboards have also been generated that 
allow users to compare release rates across 
the federal judicial districts, highlight release 
recommendations by pretrial officers and U.S. 
attorneys, assess release decisions by a defen-
dant’s demographic characteristics (e.g., race/
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ethnicity and gender), and provide details 
on the average number of special conditions 
(such as substance abuse testing and location 
monitoring) imposed on release defendants.

Dashboard Usage and Trainings
While the dashboards provide judges with a 
plethora of detailed information about their 
pretrial release and detention decisions, the 
overall use of these dashboards has been 
somewhat limited. During the period encom-
passing the most recent dashboard data 
update (late February 2023) and the time that 
this article was written (early August 2023), 
a total of 100 magistrate judges, representing 
16 percent of all full-time federal magistrate 

judges, viewed the dashboards at least once.2 
Among those judges using the dashboards, 
46 percent viewed the dashboards 10 times 
or more, while 12 percent viewed them only 
once. Although the dashboards were accessed 
over 1,000 times on the date that notification 
of the update occurred—February 17, 2023—
since that time, dashboard usage has ranged 
from 0 to 46 views per day; on most days, the 
dashboards were accessed an average of about 
13 times per day (average was calculated by 
omitting February dates).

2 Article III judges were not included in the usage 
calculations, because for the most part these judges 
are not involved in the decision to release or detain 
federal defendants.

The extent to which probation and pretrial 
chiefs and their deputies and assistant depu-
ties are using the dashboards since February 
2023 release date has also been tracked. Of the 
300 probation and pretrial chiefs and deputies 
with access to the dashboards, a total of 52 
chiefs, deputies, and assistant deputies from 
40 districts viewed the dashboards from 1 to 
54 times. These chiefs, deputies, and assis-
tant deputies accounted for about 17 percent 
of personnel with access to the dashboards. 
From February 2023 until early August 2023, 
the daily usage for chiefs and deputies ranged 
from 1 to 69 views; on average, the dashboards 
were accessed by chiefs, deputies, and assistant 
deputies about 11 times per day.
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To further disseminate information about 
the pretrial dashboards to the federal judi-
ciary and potentially increase their overall 
usage, PPSO, in collaboration with the Federal 
Judicial Center (FJC), engaged in two national 
trainings aimed at educating judicial offi-
cials about these dashboards. The trainings 
were conducted in April and July 2023 and 
encompassed background information about 
the dashboards, instructions on how to access 
them, and details on the various pretrial 
metrics available through these dashboards 
and their capacity to illuminate judicial-level 
release and detention decisions. After these 
trainings, an examination of the number of 
times judges accessed the dashboards was 

conducted. While there was some increase in 
dashboard usage around the training periods, 
the spikes in dashboard access were relatively 
short and did not differ appreciably from 
other dates where spikes in dashboard use 
occurred. (see Figure 9, page 18.)

In addition to these national-level train-
ings, several localized workshops aimed at 
introducing judges to the dashboards were 
conducted. These workshops were part of 
a larger program being implemented at the 
district level aimed at reducing unnecessary 
pretrial detention. In the districts where these 
localized trainings took place, dashboard 
usage was examined before and after they 
occurred. After the trainings, some judges in 

these districts made more extensive use of 
the dashboards. For example, in one district 
two magistrate judges who had not previously 
used the dashboards began to make extensive 
use of them after the training; however, the 
remaining eight judges in this district did not 
manifest extensive dashboard use. In another 
example, 3 of the 17 judges made greater use 
of the dashboards after a training occurred; 
however, the remaining 14 judges did not 
use the dashboards more extensively. Last, in 
a remote training in a district involving rela-
tively few magistrate judges, dashboard use 
increased for those judges who attended the 
training workshop.
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Conclusion and Future 
Implications for Dashboards
In early 2022, PPSO deployed a series of 
dashboards that provided judges for the first 
time with the capacity to examine a wealth of 
pretrial information to which judicial officers 
previously had limited access. Specifically, 
judges can now use these dashboards to 
examine their own pretrial release patterns 
and assess the relationships between pretrial 
decision-making and several factors associ-
ated with release (e.g., most serious offense 
charges, PTRA risk categories, demographic 
characteristics, citizenship, etc.). Importantly, 
judges can use these dashboards to compare 
their release decisions to pretrial outcomes 

at the national level or the circuit or dis-
trict where they preside at court. In addition 
to providing release and detention metrics, 
these dashboards illuminate information 
on the types of mechanisms used to detain 
defendants, the average number of special 
conditions imposed on released defendants, 
and the percentage of released defendants who 
violate their pretrial terms by being rearrested, 
missing court appearances, or having their 
release status revoked.

With the advent of the pretrial dashboards, 
judges now have direct access to data allow-
ing them to analyze their pretrial release and 
detention decisions. Although the pretrial 
dashboards provide ready access to data, 

unfortunately, their use has not been as exten-
sive as initially anticipated. Over the several 
months previous to the writing of this article, 
less than a fifth of all magistrate judges and 
all probation and pretrial chiefs, deputies, and 
assistant deputies have accessed these dash-
boards at least once. These results might have 
occurred because the dashboard tools are still 
relatively new to the federal judiciary; perhaps 
more time is required to acclimate judges and 
pretrial/probation staff to these interactive 
systems.

To promote further use of the dashboards, 
PPSO will continue updating the dashboards 
yearly; however, in the next dashboard refresh, 
the dashboards will no longer be providing 



16 FEDERAL PROBATION Volume 87 Number 3

FIGURE 6

data that is one year behind the current fiscal 
year. Instead, after the update takes place, the 
dashboards will include pretrial activation data 
for the ten-year fiscal time frame between 2014 
and 2023. Continued judicial officer training 
(virtual and in person) and outreach is recom-
mended to enhance use. Previous trainings 
have focused on providing judges with an 
overview of how the dashboards can be used to 
illuminate pretrial decision-making in their dis-
tricts, and subsequent trainings will continue to 
advocate for their increased use. Training and 
outreach on the intricacies of these dashboards 
can also be provided to probation/pretrial 
chiefs, deputies, and assistant deputies. Beyond 
training and outreach efforts, PPSO will need 
to gather feedback from the MJAG, judicial 

officers, and the probation and pretrial com-
munity to solicit their thoughts and suggestions 
on ways to make the dashboards more relevant 
to the judicial community.

In addition to these efforts, PPSO has 
considered the importance of making a modi-
fied version of these dashboards available to 
the public. Nationally, the effort to reduce 
unnecessary pretrial detention requires col-
laboration across various stakeholder groups. 
Prior to the initial release of these dashboards, 
overviews of these tools were provided to 
several officials within the U.S. Department 
of Justice and the Federal Defenders Office. 
Both entities expressed interest in having the 
dashboards made available to the public on 
the uscourts.gov website. This version, unlike 

the ones currently accessible by judges and 
probation/pretrial staff, would not contain 
judge-specific release and detention informa-
tion; however, it would contain national-, 
circuit-, and district-level pretrial release data 
that could be viewed through a variety of 
interactive filters. In addition to allowing 
prosecutors and defenders access to these 
crucial pretrial data, a variety of judicial offi-
cials, including Article III judges and newly 
appointed magistrates, would have access that 
they currently lack because they hear relatively 
few federal pretrial cases (e.g., Article IIIs) or 
(in the case of recently seated magistrates) 
because they have not been in the system for 
enough time for their cases to be included in 
the dashboards. Having a publicly available 
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series of modified pretrial dashboards would 
provide these judicial officials with the capac-
ity to access these data. Last, researchers, 
policymakers, and the public could use these 
dashboards to attain a better understanding of 
the federal pretrial system.

The pretrial dashboards are a crucial 
instrument that federal judges can use to 
understand their release decisions, compare 
these decisions to national-, circuit-, and 
district-level data, and assess the extent to 
which certain types of factors (such as most 
serious offense charge, PTRA risk score, and 
race/ethnicity) are associated with release 
rates. Moreover, these dashboards provide 
judges with an opportunity to examine other 
pretrial metrics, including types of detention, 

special conditions imposed, and instances in 
which those released are rearrested for new 
crimes, revoked, or fail to appear. In addition 
to making these key pretrial data available to 
judges, PPSO has provided probation and pre-
trial chiefs and their deputies with dashboard 
access to encourage further dialogue with 
judges on ways of ameliorating unnecessary 
detention. While the dashboards are available 
only to judges and probation/pretrial chiefs 
and deputies at this time, we hope that eventu-
ally they will be released in a modified form to 
a larger audience of persons with an interest or 
stake in the federal pretrial system.
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PROBATION AND PAROLE conditions 
are generally set by the Judiciary and/or 
parole board and define obligations that 
individuals under supervision must address. 
Officers typically manage compliance with 
these conditions. Condition management is 
an important part of client supervision and 
requires officers to document various degrees 
of progress towards meeting these condi-
tions. The documentation of conditions is 
complicated given the high number of condi-
tions (~8-30) per individual on supervision. 
Further, the documentation technology is 
cumbersome, with conditions documented 
through categorical codes, open-ended text, 
or a combination of both. This combination 
of categorical data and unstructured text data 
complicates large-scale analyses to identify 
patterns or trends. Consequently, an agency is 
unlikely to use the text information to review 
benchmarks or assess the performance of the 
probation or parole system. Agencies often 
search for ways to use this textual information, 
especially since officers are asked or required 
to enter the data into their automated case 
management system. The following case study 
illustrates some natural language processing 
(NLP) methods that can abstract and summa-
rize the text data and demonstrate the utility 
of this approach.

NLP is a subfield of artificial intelligence 

(AI) focused on transforming and interpretat-
ing human-generated language. Contemporary 
AI and NLP are based on machine learning 
techniques, in which algorithms automatically 
learn patterns from large data sets. Lauriola 
et al. provide an overview of NLP, including 
deep learning techniques.1 Here we explore 
the use of NLP-based information extrac-
tion techniques, which automatically map 
unstructured text to a structured semantic 
representation to facilitate large-scale and 
real-time analyses. Combining extracted 
information from officer case notes with the 
available structured data can create a more 
holistic understanding of clients and provide 
actionable insights regarding criminal his-
tory, behavior patterns, probation compliance, 
and other outcomes. A review of the pub-
lished literature suggests a notable gap in the 
application of machine learning techniques 
for information extraction specifically within 
the context of probation and parole case 
notes. However, information extraction is well 
established in other contexts, such as legal 
documents,2,3 healthcare,4 and finance.5

The goal of this study is to enable data-
centric strategies for better understanding 
probation and parole practices. We explore 
officer case notes describing conditions of 
supervision and use information extraction 
techniques to convert the unstructured case 

notes to a semantic representation. We devel-
oped a fined-grained, hierarchical annotation 
(coding) schema for 66 Condition Category 
labels associated with supervisory condi-
tions related to substance use, mental health, 
treatment programs, community service, edu-
cation, employment, fines, fees, and other 
conditions. The 66 Condition Categories are 
related to 10 higher level Parent Categories. 
We annotated the records of over 3,000 cli-
ents in a state department of parole and 
probation and used this annotated corpus to 
develop information extraction models based 
on traditional machine learning algorithms 
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and state-of-the-art Large Language Models 
(LLMs). Our results demonstrate the feasibil-
ity of using information extraction techniques 
on probation and parole case notes and pro-
vide a foundation for enhancing data analytics 
within criminal justice settings.

Related Work
AI is increasingly explored within criminal 
justice, including crime detection,6 preven-
tion,7 and forecasting8,9 and decision support.10 
As examples, Shah et al. used computer vision 
to forecast crime in videos,7 and Tollenaar et 
al. developed machine learning models to pre-
dict recidivism risk.11 Advancements in deep 
learning (neural networks) are expanding the 
capabilities and performance of AI in crimi-
nal justice and other settings. For example, 
deep learning crime prediction models can 
successfully leverage diverse data, including 
videos, images, audio recordings, and text 
data, and achieve improved performance over 
traditional machine learning methods.8 (See 
Figure 1.)

Information extraction research within 
the criminal justice domain has been pri-
marily limited to online law enforcement 
investigations12 and legal documents, focus-
ing on names, regulations, legal norms, etc.2,3 
Information extraction research is sparse 
or non-existent within parole and proba-
tion settings. Some research explores parole 
hearing transcripts, focusing on extracting 
offenses, gang programming, employment, 
education, and risk scores.13 Current litera-
ture reviews indicate a scarcity of published 
research exploring the application of infor-
mation extraction techniques to parole and 
probation case notes to understand the 
supervision process. This lack of published 
research constitutes a missed opportunity to 
use technology to improve the supervision 
and management of offenders. While there 

is an absence of information extraction work 
focused on parole and probation case notes, 
there is a robust body of clinical information 
extraction research focused on clinician-
generated notes describing patients within 
electronic health records.4 Clinical data is sim-
ilar to probation and parole data in that both: 
i) include structured data and narrative text, 
ii) contain personally identifying information 
(PII), iii) document individuals through vari-
ous domain-specific events, and iv) capture 
information related to socioeconomic status 
and health. Our experimentation is informed 
by clinical information extraction methods.

Information extraction has evolved over 
time, presenting a continuum from rule-
based systems to machine learning and deep 
learning,2,3,4,5 where the peformance and capa-
bilities of algorithims have increased over 
time. Rule-based systems consist of manually 
curated rules to identify predefined linguis-
tic patterns. Frequently employed traditional 
machine learning models include logistic 
regression, Random Forest (RF), and Support 
Vector Machines (SVM).2,3 RF ensembles 
multiple decision trees to make predictions 
(see Figure 2A), and SVM finds the optimal 
boundary to separate categories2,3 (see Figure 
2B). For traditional methods, a common 
approach for converting text to input fea-
tures is Term Frequency-Inverse Document 
Frequency (TF-IDF), which assigns weights to 
words based on their frequency3 (see Figure 
2C). TF-IDF word weighting assigns higher 
values to words that are more frequent in 
a document and less frequent in the other 
documents in the corpus. More recently, 
neural networks, like Convolutional Neural 
Networks and Recurrent Neural Networks, 
have achieved prominence over traditional 
methods due to their capacity for automated 
feature learning and ability to model complex 
relationships within text data.2,3,4,5

LLMs, like ChatGPT,14 currently dominate 
the NLP landscape and achieve state-of-the-
art performance in myriad tasks, including 
information extraction. LLMs are built on 
transformer architectures and include mil-
lions to trillions of trainable parameters. The 
typical training approach involves pre-training 
on extensive unlabeled text corpora to acquire 
a generalized understanding of language, fol-
lowed by fine-tuning (supervised learning) 
on labeled data to learn a specific task. This 
transfer learning paradigm is particularly 
advantageous in domains where annotated 
data is limited, a condition relevant to cor-
rections and community supervision settings. 
To address privacy concerns related to PII, 
we focus on two publicly available architec-
tures: Bidirectional Encoder Representations 
from Transformers (BERT)15 and Text-to-Text 
Transfer Transformer (T5)16 (see Figure 2D). 
BERT encodes text by transforming input 
word sequences into vectors that can be used 
for classification. BERT has achieved state-
of-the-art performance in many information 
extraction tasks across domains.2,3,4,5 T5 is a 
generative model that transforms input text 
to output text and can be used for many 
tasks, including classification. T5 has achieved 
state-of-the-art performance in many tasks, 
including the extraction of social determi-
nants of health in clinical notes.17

Methods and Materials
Data
In this study, we used client case plan data 
from a parole and probation agency located 
in a mid-Atlantic state. The data includes 
over 3,000 unique clients, which covers 
cases opened from 2017-2021. Client case 
plans describe the requirements and con-
ditions an individual must follow during 
supervision. Probation/parole officers use an 
agency’s database to document conditions 
and design goals to achieve them. The goals 
can refer to activities such as random urinaly-
sis, taking prescribed medication, obtaining 
mental health evaluation, participating in 
mental health treatment, and other require-
ments. In our study, the agency-provided 
data included 120 Condition Codes, each 
with a corresponding Condition Description 
that is constant across all records. For exam-
ple, agency-provided Condition Codes 9532 
and 16028 have the Condition Descriptions 
“Other” and “Additional Drug condition,” 
respectively. Within the dataset, there were 34 
Condition Codes that also included an officer-
generated Condition Note documenting case 

FIGURE 1
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plan details through unstructured narrative 
text. For example, the Condition Code 9532 
with Condition Description “Other” serves as 
one of several catchall codes for conditions 
that do not easily fit more specific codes. 
The officer-generated Condition Notes for 
Condition Code 9532 document a wide range 
of conditions, such as “Defendant not to 
drive,” “Seek employment/school,” or “Gun 
registry.” The 34 Condition Codes with associ-
ated Condition Notes include: 1) Other – 12 
codes were described as “other” and serve as a 
catchall for undefined conditions; 2) Programs 
– 4 codes require officers to specify particular 
programs, for example behavioral health, 
domestic violence, veteran, family counseling, 
and vocational programs; 3) Substance Use – 5 
codes pertain to drug or alcohol conditions; 4) 
Victim – 2 codes were victim-focused condi-
tions; 5) Sex Offender – 2 codes were related 
to sex offenders’ special conditions; and 6) 
Additional Conditions – 9 codes addressed 
specific requirements or restrictions, which 
involved completion of assigned tasks or 
community service, financial obligations such 
as court costs and restitution, geographical 
limitations, and specified durations of home 
confinement or other monitoring require-
ments. Officers can amend their case plans 
through supervision. Each client may have 
multiple parole or probation cases, and each 
case can include multiple conditions. We 
treat each condition record (Condition Code, 
Condition Description, and Condition Note) as 
a sample or record. In addition to conditions, 
the data set includes: 1) case type – parole 
vs. probation and 2) case level – low, low-
moderate, moderate, maximum, special cases, 
or violent.

Annotation
The primary objective of the annotation was 
to identify and categorize the 34 Condition 
Codes that included an officer-generated 
Condition Note; however, we developed a 
comprehensive set of Condition Category 
labels that summarized the meaning of all 
120 Condition Codes. Officers manually type 
the Condition Notes, requiring a compre-
hensive review and categorization process. 
Based on our review of the data, we devel-
oped a set of 66 Condition Category labels 
to map the condition records, including 
unstructured Condition Note information, 
to a fixed set of classes. Annotation involved 
assigning one or more of the researcher-
defined 66 Condition Category labels to the 
agency-provided records. Table 1 summarizes 

TABLE 1
Condition Category Hierarchy

Abbreviations: condition (cond.), evaluation (eval.), general (gen.), miscellaneous (misc.), program 
(prog.), and treatment (Tx).

FIGURE 2
Distribution of Condition Categories

Deterministic indicates the Condition Category label can be assigned based solely on the agency-
provided Condition Code. Ambiguous indicates the Condition Category label assignment requires 
interpretation of the office-generated Condition Note text.
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the assigned labels, which are hierarchically 
arranged with 66 Condition Category labels 
assigned to 10 Parent Categories. Among the 
120 Condition Codes, 86 Condition Codes do 
not include Condition Notes and always cor-
respond with the same Condition Category, 
so they can be deterministically assigned a 
Condition Category label; and 34 Condition 
Codes include Condition Notes that must be 
interpreted to resolve ambiguity regarding 
the relevant Condition Category label. Before 
manual coding of the case plan requirements, 
Condition Categories were automatically 
assigned to the 86 deterministic Condition 
Codes that do not include associated Condition 
Notes, and manual annotation focused on 
resolving the ambiguity associated with the 34 
Condition Codes that included narrative text 
through Condition Notes. During the annota-
tion process, new Condition Category labels 
were added to the label set if the condition 
did not align with existing categories. Samples 
were annotated by three individuals with 
domain expertise, including backgrounds in 
criminology and policy. Extensive annotation 
training ensured data quality and annotation 
consistency.

Figure 2 summarizes the distribution of 
the Parent Category labels broken down by: 
1) deterministic – the record does not include 
officer-generated text (Condition Note), and 
the Condition Category label can be assigned 
to the record based solely on the Condition 
Code and 2) ambiguous – officer-generated 
Condition Note text must be interpreted to 
determine the appropriate category label. In 
total, 48 percent of records require interpreta-
tion of the officer-generated Condition Note, 
indicating the text’s importance in under-
standing the assigned condition.

Condition Category Dependence
To better understand the relationship between 
the Condition Category labels and the client 
case type and level, we performed Chi-squared 
test of independence between each Condition 
Category label and the case type and level. The 
case type is binary (probation vs. parole). The 
case level is multiclass, and we converted the 
case level labels to a binary one-versus-rest 
representation before performing the statisti-
cal test.

Information Extraction
We explored the Condition Category predic-
tion task for the records with a Condition 
Note (ambiguous records in Figure 2), using 
traditional machine learning models and 
LLMs. For all experiments, the model input is 
the client record (Condition Code, Condition 
Description, and Condition Note). In our anno-
tation scheme, each record can be assigned 
multiple Condition Category labels, so we 
treat this task as a multi-label binary predic-
tion task, where each record is assigned a 
set of 66 binary labels (1 indicates category 
relevant, and 0 indicates category irrelevant). 
Figure 3 presents an overview of the model-
ing approaches, including examples of how 
the record is represented in the input. The 
Condition Code and Condition Description 
are included with the Condition Note in the 
model input to provide important context for 
interpretation.

Traditional Machine Learning
We explored two traditional machine learn-
ing models: 1) RF and 2) SVM. The input 
to these models includes the Condition Code 
and TF-IDF representation of the Condition 
Description and Condition Note. The RF/SVM 
models learn feature weights for the features to 

predict the Condition Category labels. Separate 
RF and SVM models were developed for each 
Condition Category, and predictions from 
the category-specific models were combined 
to form a set of predictions for each record. 
Figure 3A presents an example of a single RF/
SVM classifier, where the output is a binary 
prediction for a single Condition Category.

LLMs
We explored two LLMs: BERT and T5. BERT 
is pretrained on a large body of text to learn a 
general representation of language. In this pre-
training, special tokens are included to define 
the input format, including: CLS – specifies 
the start of the input and SEP – serves as a 
separator for different inputs. As shown in 
Figure 3B, the BERT input consists of the 
Condition Code, Condition Description, and 
Condition Note separated by the SEP token. 
BERT maps this input text to an output vec-
tor, and separates linear functions for each 
Condition Category to generate binary predic-
tions. In this configuration, a single BERT 
model can generate all 66 multi-label predic-
tions. As is common practice, we started with 
a pretrained BERT model, then trained the 
BERT model and output linear functions on 
the labeled data. As presented in Figure 3C, 
we used T5 to assign Condition Category labels 
using a question-answering (QA) setting. In 
this QA setting, a separate yes/no question 
is formulated for each Condition Category, 
and the set of yes/no questions spanning all 
Condition Category labels is applied to each 
record. The input to T5 includes a Condition 
Category-specific question and the Condition 
Code, Condition Description, and Condition 
Note separated by special tokens (e.g., <Code> 
or <Description>) to differentiate input infor-
mation. The T5 output is a “yes” / “no” answer 
to the Condition Category-specific question.

Experimental Paradigm
Modeling was implemented using the Python 
packages Scikit-learn18 and Transformers.19 
Records were divided into three subsets at the 
client level: 70 percent training, 10 percent 
validation, and 20 percent testing. The opti-
mal configuration (hyperparameters) for each 
model was determined by training models on 
the training set and evaluating performance 
on the validation set. We report the perfor-
mance on the withheld test set using the 
optimal configurations. Detailed model con-
figurations are presented in the Appendix.

FIGURE 3
Information Extraction Architectures
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Performance
Performance is evaluated using precision, 
recall, and F1, as defined in Equation 1. Given 
the high number of Condition Category labels, 
we report the micro-averaged performance 
at the Parent Category level and include indi-
vidual Condition Category performance in the 
Appendix. The statistical significance of the 
results was evaluated using a pairwise non-
parametric test (bootstrap test, p-value<0.05).20

Results
Condition Category Dependence
Our study first focused on comparing our 
Condition Category labels with the agency-
provided case types and case levels through 
Chi-squared tests of independence summa-
rized in Table 2. For space, Table 2 only 
presents 32 of the 66 Condition Category labels 
that are dependent on case type or level. The 
triangles (▲ or ▼) indicate that the Condition 
Category label and case level or type (the 
variables) are dependent. An upward-facing 
triangle (▲) indicates the variables co-occur 
more frequently and a downward-facing tri-
angle (▼) indicates the variables co-occur less 
frequently than expected, if the variables were 
independent. The diversity in the conditions 
across different case levels and types illustrates 
the complexity of decision-making and the 
tailored strategies employed to address the 
varying needs and risks associated with each 
case; however, several themes emerged from 
this analysis. Probation tends to have higher 
rates than parole for conditions related to 
drugs and alcohol, self-help, anger manage-
ment, community service, victims, waiving 
fees, guns, driver’s licenses, and forfeiture of 
items. Conversely, parole has higher rates than 
probation for conditions related to employ-
ment, curfew, paying fees, and sex offender 
conditions. Lower level offenders (low and 
low/moderate) tend to have higher preva-
lence than higher level offenders (moderate, 
maximum, special case, and violent) for con-
ditions related to drugs and alcohol, self-help, 
community service, attending victim pro-
grams, and driver’s license. Conversely, higher 
level offenders have higher rates than lower 
level offenders for conditions related to anger 
management, victim conditions (other than 
victim programs), curfew, and sex offender 
conditions.

Classification Performance
Table 3 presents the prediction performance 
on the withheld test set for the Condition 
Category labels micro-averaged for each 

Parent Category. In information extraction 
research, performance varies by task and data 
set, and there are not predefined thresholds 
for good/acceptable performance; however, 
we consider performance ≥ 0.90 F1 to be 
very high. The LLMs (BERT and T5) out-
performed the traditional machine learning 
models (RF and SVM) in the overall perfor-
mance, as well as the performance in 5 of 
the 10 Parent Categories, with significance, 
demonstrating the natural language under-
standing capabilities of the LLMs. Among 
all models, T5 achieved the highest overall 
performance and Mental Health & Medication 
performance with significance. These results 
demonstrate the feasibility of developing high-
performing information extraction models for 

probationary notes and highlight the value of 
using LLMs. Table 4 in the Appendix presents 
the performance for the individual Condition 
Category labels.

Error Analysis
Each Parent Category includes a set of topi-
cally relevant Condition Categories. The 
performance for the Parent Categories tends 
to be higher when there are fewer associ-
ated Condition Categories, as the classification 
models need to disambiguate fewer topics. For 
example, the T5 performance is ≥ 0.97 F1 for 
the Parent Categories – Community, Victim, 
and Drive – which have 2, 3, and 1 child labels 
respectively. Additionally, the highest per-
forming Parent Categories include Condition 

EQUATION 1
Precision, Recall, and F1 Formulas

Abbreviations: true positive (TP), false positive (FP), and false negative (FN)

TABLE 2
Condition Category Dependency

An upward or downward facing triangle (▲ or ▼) indicates the Condition Category label and case 
level or type are dependent (p<0.05, null hypothesis of independence rejected). An upward facing 
triangle (▲) indicates the variables co-occur more frequently than expected if independent, and 
a downward facing triangle (▼) indicates the variables co-occur less frequently than expected if 
independent. Abbreviations: condition (cond.), evaluation (eval.), general (gen.), miscellaneous 
(misc.), program (prog.), and treatment (Tx).

EXPLORING RECORDS USING NLP 23



24 FEDERAL PROBATION Volume 87 Number 3

Categories with very consistent linguistic 
cues (keywords). For example: i) Community 
Service Condition – “community service” or 
time commitment, like “10 hours per week”; 
ii) Victim-Related Condition – “no contact 
with” or “do not enter”; iii) Attend Victim 
Program – “victim impact panel” or “VIP”; 
and iv) Driving/Driver’s License – “drive,” 
“interlock,” or “license.”

The performance for Parent Categories 
tends to be lower when there are more asso-
ciated Condition Categories, as the models 
must distinguish between more closely related 
topics. For example, the T5 performance is 
≤ 0.82 F1 for the Parent Categories – Drug & 
Alcohol, Programs, and None & Other – which 
have 18, 10, and 8 child labels respectively. 
Within these Parent Categories, the individual 
Condition Category performance varies, and 
performance decreases as linguistic diver-
sity increases. For example, the Condition 
Category Miscellaneous or Unknown Program 
Condition is a catchall for requirements related 
to a range of programs, and the notes contain 
diverse language, references to specific treat-
ment facilities, and ambiguous statements 
like “successfully complete treatment.” As 
another example, the Condition Category – 
Attend Substance Use Program – includes 
notes describing several different specific 
treatment programs and facilities and includes 
less common shorthand, like “ALC PGM” for 
“Alcohol Program.”

Discussion
The overarching goal of this study is to enable 
probation and parole agencies to use the infor-
mation captured in officer-generated notes in 
large-scale and real-time analyses. This goal 
is highly significant, due to the prevalence 

of open-ended text fields in management 
information systems, importance of the tex-
tual information, and challenges associated 
with converting this textual information into 
quantifiable data. Through NLP information 
extraction techniques, the unstructured text 
can be converted to a structured representation 
to examine patterns and assess performance 
at all levels, including the program, officer, 
and individual under supervision. Agencies 
currently grapple with the complexity of sum-
marizing these text data, but the strategies 
presented in this case study demonstrate how 
NLP can generate usable metrics that can eas-
ily be combined with existing categorial data. 
While these strategies require specific techni-
cal expertise, this work illustrates the value of 
AI methods.

In our study, the LLMs (BERT and T5) 
outperformed traditional machine learning 
models (RF and SVM). For the traditional 
models, all model learning originates from 
annotated training data. However, the LLMs 
use transfer learning, where the models first 
pretrain on large corpora of unlabeled text 
to learn language understanding and then 
fine-tune (train) on the annotated training 
data to learn the target task. The improved 
performance of the LLM can be attributed 
to the success of this learning transfer, which 
provides a general understanding of language. 
The improved performance of the T5 model 
relative to BERT can be attributed to the larger 
model size (higher number of parameters) 
and larger pretraining corpus.

We are unaware of any prior information 
extraction work exploring officers’ documen-
tation of parole and probation conditions. Our 
results demonstrate the feasibility of using 
information extraction techniques in this 

setting by achieving high performance across 
most of the Parent Categories. The use of 
NLP with correctional system data, including 
parole and probation notes, has the potential 
to improve management and supervision 
by enabling the automatic analysis of vast 
amounts of information-dense text data. It can 
provide a richer, data-driven understanding 
of offender behavior and risks and could lead 
to more tailored intervention strategies and 
more informed decision-making processes, 
ultimately contributing to improved rehabili-
tation and public safety.

This research has key limitations related to 
data heterogeneity. First, we explored a mod-
erately sized client population from a single 
agency, and the populations in the analyzed 
data set may not be representative of other 
agencies. The conditions and documentation 
practices, including the authoring of notes by 
officers, may vary by agency, and additional 
work is needed to understand the variability 
of the conditions and notes across institu-
tions. Second, we explored officer descriptions 
of conditions, which represent only one of 
many types of free-text records within cor-
rectional data. Additional analyses with more 
comprehensive text record types are needed to 
understand the feasibility and challenges asso-
ciated with applying information extraction 
techniques more broadly within correctional 
system data.

Conclusions
We explored a corpus of officer-generated 
notes documenting the parole and probation 
conditions of clients under supervision and 
investigate the use of state-of-the-art infor-
mation extraction techniques. We annotated 
the records of over 3,000 clients with a fine-
grained annotation schema of 66 Condition 
Categories and developed information extrac-
tion models based on traditional machine 
learning methods and LLMs. The LLMs 
outperformed the traditional machine learn-
ing methods, with the generative T5 model 
achieving the best overall performance at 0.89 
F1. This high performance demonstrates the 
feasibility of using NLP in this parole and pro-
bation setting and provides a foundation for 
future exploration of correctional system data.

Ethics
We had the necessary approvals from our 
institution’s Institutional Review Board (IRB) 
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parole data set. All researchers and annota-
tors received the necessary human subjects 

TABLE 3
Classification Results on Withheld Test Set*

* Indicates LLM significantly outperforms traditional model (RF and SVM). † Indicates T5 
significantly outperforms BERT.
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training to interact with the client data, includ-
ing the PII.
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Appendix
Model Configuration
Each architecture includes some model-spe-
cific configuration. For the RF, the optimum 
hyperparameters include class weight = bal-
anced subsample, maximum depth = 50, and 
number of estimators = 200. For the SVM, 
the optimum hyperparameters include C = 
100. For BERT, we started with the pretrained 
model bert-base-uncased and trained the 
model for 29 epochs. For T5, we started with 
the pretrained model flan-t5-large and trained 
the model for 20 epochs.
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TABLE 4
Detailed Performance for the Individual Condition Category Labels
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Automated Extraction of Substance 
Use and Co-occurring Disorders from 
Probation Records1 
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INDIVIDUALS IN THE criminal justice 
system who have a history of substance use 
disorder (SUD) have been shown to display a 
higher rate of rearrest and recidivism (Stahler 
et al., 2013; Fazel et al., 2016). Of particular 
concern are cases where the substance use 
disorder appears with co-occurring disorders1 
(CODs); these individuals are less likely to 
enter and successfully complete treatment 
and are at an even greater risk for criminal 
relapse (Monahan, 1992; Drake & Wallach, 
1989). Comorbidity of mental illness with 
addiction is also associated with numerous 
negative health outcomes, increased risk of 
homelessness, loss of employment, or self-
harm (SAMHSA, 2022). Given their multiple 
needs, these individuals often require spe-
cialized interventions, providing integrated 
mental health and substance use services, to 
facilitate their reintegration within society. 
Comprehensive research on the prevalence, 
trends, and correlates of SUDs and co-occur-
ring mental illnesses is necessary to guide 
evidence-based, timely, and effective policies 
and programs aimed at increasing public 
safety and reducing recidivism (Fearn et al., 
1 The Center for Substance Abuse Treatment 
defines co-occurring disorders as the presence of 
one or more mental disorders as well as one or 
more disorders relating to the use of alcohol and/
or other drugs. A diagnosis of COD occurs when 
at least one disorder of each type can be established 
independently of the other and is not simply a clus-
ter of symptoms resulting from the one disorder 
(SAMHSA, 2020, p. ix).

2017). Yet, there is a dearth of research on 
this topic within the justice system, and most 
studies on this population are limited to small-
scale cohort studies.

The U.S. Probation and Pretrial Services 
Office (PPSO) produces billions of pages of 
information on individuals under supervision, 
including detailed social and psychological 
history on prior and current substance use, 
official diagnoses, and treatment informa-
tion. This information is critical for probation 
officers and district chiefs to better assist the 
substance use population and to guide effi-
cient intervention strategies. However, the 
data are predominantly stored in free text 
in multiple large documents rather than in 
structured format, making unassisted human 
review and analysis unfeasible, thus under-
scoring the need for automated knowledge 
discovery techniques. Automated extraction 
of structured meaning from narratives to 
find, interpret, and prioritize knowledge, with 
a focus on identifying social history infor-
mation such as substance use and mental 
illness, can provide a reprieve from the time- 
and cost-prohibitive nature of human review, 
allowing probation officers and personnel to 
devote their time to higher priority tasks that 
require human cognitive skills.

This article describes the application of 
a Natural Language Processing (NLP) and 
Artificial Intelligence (AI) system to dis-
cover important information on substance 
use, mental illness diagnoses, and treatment 

history of individuals under supervision. We 
developed a system for the automatic detec-
tion of four main events in the social history 
of the individual under supervision within 
free-text probation documents: (i) any evi-
dence of substance use (alcohol, prescription, 
and illegal drugs) also defined as “indefinite 
diagnoses” for SUD; (ii) official diagnoses 
for SUD; (iii) official diagnoses for COD; 
and (iv) history of contract or non-contract 
treatment for SUD. We also automatically 
identify and extract related information (e.g., 
temporal information, facilities, treatment 
type, treatment outcome) within the text. The 
results are combined with metadata informa-
tion from the Probation and Pretrial Services 
Automated Case Tracking System (PACTS) 
on client demographics and supervision dates. 
The system applies analytics to large data 
sets (N=98,389) over multiple documents 
(254,585 total documents and over 14 million 
Chrono entries), fuses the extracted infor-
mation in a structured form, and performs 
analytic reasoning to enhance results. The 
results show that about 93 percent of this 
population have had a substance use issue in 
their lives and about 15 percent have officially 
been diagnosed with SUD, while approxi-
mately 29 percent have also received a formal 
diagnosis for a co-occurring disorder. Top 
mental disorders that co-occur with addiction 
are depressive disorders, anxiety disorders, 
bipolar I disorder, ADHD, and posttraumatic 
stress disorder (PTSD). Nearly 58 percent of 
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these individuals have undergone substance 
use treatment at some point in their lives, 
while 35 percent have been under treatment 
for SUD or intended to attend treatment while 
under supervision.

The advantage of automated knowledge 
discovery from probation documents is that 
the system can access information beyond 
what is listed in structured form in PACTS and 
can be re-applied to new data sets or scaled up 
to process larger data sets, at no additional cost. 
There are several projects that have applied AI 
technology to the identification of substance 
use or mental conditions in unstructured 
clinical text, especially within clinical notes 
fields in Electronic Health Records (EHR), but 
only a few studies have targeted comorbidity 
detection. These approaches can automatically 
extract a range of information on these condi-
tions, allowing researchers to process larger 
data sets than a manual review would allow. 
To our knowledge, however, the current inves-
tigation is the first study to use NLP and AI 
methods on probation narrative text to auto-
matically detect mental conditions, substance 
use, and comorbidity issues among individuals 
on supervision in the criminal justice system.2 
The system also generates more detailed infor-
mation than in previous clinical works.

Background
Cohort Studies and Surveys
Each year, the National Survey on Drug Use 
and Health (NSDUH) collects data on a wide 
range of behavioral health issues from a rep-
resentative sample of U.S. adults, including 
those under court-ordered supervision within 
the past year, specifically on probation or 
parole. Based on these self-reported responses 
by 201,400 individuals, the 2012 study esti-
mated that among males 18-49, 40.3 percent 
of probationers and 38.3 percent of parolees 
had an alcohol or illicit drug use disorder in 
the previous year. With respect to substance 
use treatment, nearly half of male probation-
ers and parolees needed treatment; however, 
only about a quarter of probationers and less 
than one third of parolees received some treat-
ment in the previous year. About 10 percent of 
probationers reported that they were receiv-
ing treatment at the time of the survey, and 
about 3 to 7 percent had received treatment 
in prison or jail within the year (SAMHSA, 
2014). For male individuals over 50 on proba-
tion or parole, Bryson et al. (2019) find that 21 
2 Earlier versions of this study are described in 
Rowland et al (2018) and Megerdoomian et al 
(2019).

percent of participants in the NSDUH survey 
reported a serious or moderate mental illness 
within the past year, and about 80 percent 
reported receiving some sort of mental health 
treatment.

These statistics show that the number of 
probationers and parolees with mental or sub-
stance use disorders whose treatment needs 
are not being met by community treatment 
and supportive services is significant. Yet, 
statistics for individuals under federal super-
vision who present with both SUD and COD 
are not readily available. Based on information 
in PACTS, Mangione (2019) finds that for 
post-conviction supervision, federal proba-
tion offices supervised 186,509 cases during 
fiscal year 2018. Of that number, 120,217 
(64 percent) had substance abuse treatment 
conditions. During the same period, federal 
probation offices had 27,122 persons (14.5 
percent) in substance use contract treatment.3 
The study adds that individuals with co-
occurring disorders receive substance use 
and mental health services in an integrated 
fashion, but it does not provide statistics on 
these individuals.

A few studies have focused on the relation-
ship between SUD with co-occurring mental 
illness and rates of recidivism on a smaller 
scale. Magee et al. (2021) conduct a retrospec-
tive cohort study of all individuals arrested 
in 2016 in Indianapolis, Indiana (N=22,939), 
by linking their arrest information with their 
clinical mental health and SUD diagnoses in 
the two years before the arrest. They found 
that 27.7 percent of the individuals in the 
study were formally diagnosed with SUD and 
22.5 percent also had evidence of COD. The 
authors also found that individuals with SUD 
or co-occurring conditions in the preced-
ing 2 years are at higher risk of repeat arrest, 
and they advocate interventions aimed at 
low-level offenders with behavioral health 
needs to prevent recidivism. Constantine et al. 
(2012) reach a similar conclusion after using 
a retrospective cohort design to study rearrest 
rate of inmates with serious mental illness 
diagnoses4 in the Pinellas County, Florida, 

3 “Contract” treatment refers to cases where 
Judiciary funds are used to pay facilities for treat-
ment of individuals under supervision. PPSO will 
also frequently use treatment services that are 
available to the person under supervision in the 
community without cost to the federal Judiciary 
or through the individual’s own healthcare cover-
age. This is referred to as “noncontract” treatment. 
(Mangione, 2019).
4 Serious mental illness includes schizophrenia, 
schizoaffective disorder, bipolar I disorder, major 

jail between July 1, 2003, and June 30, 2004, 
and their health and social service data from 
2002 to 2006 (N=37,236). They find that 10.1 
percent of the inmates from that period met 
the criteria. The authors argue that individuals 
with serious mental illness, especially with co-
occurring SUD diagnosis, are at higher risk of 
felony rearrest, compared with other popula-
tions of inmates.

As this section demonstrates, previous 
studies of individuals with SUDs and CODs 
in the justice system have predominantly been 
limited to small-scale analyses in cohorts 
in specific counties, performed mostly 
manually, and relying almost exclusively on 
administrative data, from which results are 
then extrapolated to the general population. 
Analysis at the federal level typically depends 
on self-reported responses to the NSDUH 
survey questions, which does not empha-
size cooccurrences of SUD and COD among 
the probationer and parolee population. 
Mangione (2019) is the most directly relevant 
study, yet it is limited to structured data pro-
vided in PACTS and does not have access to 
information on non-contact treatments or the 
social history information captured in free 
text form in probation documents.

Automated Approaches
Several efforts have focused on using auto-
mated NLP techniques, including machine 
learning, to extract smoking or substance use 
status (e.g., “Past smoker,” “Current smoker”). 
In these approaches, the authors typically 
use a pre-defined list of substance-related 
key phrases to identify text (paragraphs, sen-
tences) containing potential substance use 
mentions from the notes, prior to processing 
the text through the NLP system. For instance, 
Uzuner (2008) describes several systems for 
classifying the smoking status of patients by 
using machine learning and rule-based algo-
rithms, and reports F-scores ranging from 84 
to 90.5 Ni et al. (2021) developed an automated 
substance use detection system to identify 
substance use information in pediatric settings 
(N=3,890). Besides status (lifetime or cur-
rent user), the system also detects substance 

depressive disorder, other psychotic disorders, and 
other bipolar and mood disorders.
5 F-measure or balanced F-score is a measure that 
combines precision and recall (harmonic mean). 
Precision (also called positive predictive value) 
is the fraction of relevant instances among the 
retrieved instances, while recall (also known as 
sensitivity) is the fraction of relevant instances that 
were retrieved.



December 2023 EXTRACTING SUBSTANCE USE DISORDERS 29

categories (tobacco, marijuana, alcohol, opi-
ates, any use) and agent (if family member 
was the user or the participant). The authors 
compare a knowledge-based model using 
logic rules and regular expressions and a deep-
learning model trained on pre-annotated data 
and find that the deep-learning model per-
forms better on most substance use categories 
and assertions, with sensitivity of 87.5 percent 
and specificity of 89 percent,6 while their 
knowledge-based model outperforms the 
deep-learning model in detecting opiates use.

A couple of studies focused on identify-
ing patients at increased risk of problem 
opioid use by applying NLP to electronic 
health records for patients receiving chronic 
opioid therapy (COT). Hylan et al. (2015) 
study chronic noncancer patients starting 
COT (N=2,752). Their algorithm addresses 
linguistic variation (different words with the 
same meaning), polysemy (single words with 
several meanings), negation (e.g., ‘‘reports no 
pain’’ vs. ‘‘reports severe pain’’), ambiguity, and 
temporality. The algorithm resulted in a sen-
sitivity of 60.1 percent and specificity of 71.6 
percent. Carrell et al. (2015) also applied NLP 
to identify clinician entered descriptions of 
problem opioid use in the unstructured clini-
cal notes of patients. They also capture terms 
that are negated, as well as terms qualified by 
uncertainty, historical reference, or reference 
to a person other than the patient. The false 
positive rate for patients identified by the NLP 
system was 41 percent. Authors conclude that 
human-assisted review of results is important 
for validation purposes.

Few studies have targeted both mental ill-
ness and substance use detection. Ridgeway 
et al. (2021) applied NLP to unstructured text 
sections of clinical notes in EHRs for HIV 
patients to detect mental illness and substance 
use among people living with HIV (N=778). 
The system performs keyword search using a 
list of pre-defined indicative words, negation 
terms, and regular expressions developed by 
subject matter experts. The study identified 
high rates of mental illness and substance 
use among patients in an urban HIV care 
clinic, nearly half of whom did not have 
a diagnosis code in the structured patient 

6 Sensitivity (True Positive Rate) refers to the pro-
portion of those who received a positive result on 
this test out of those who actually have the condi-
tion, and Specificity (True Negative Rate) refers to 
the proportion of those who received a negative 
result on this test out of those who do not actu-
ally have the condition (when judged by the “Gold 
Standard”).

records, suggesting that relying on struc-
tured EHR fields alone to identify people 
with behavioral health disorders may miss 
a substantial number of patients. The NLP 
algorithm for detecting mental illness had a 
Positive Predictive Value (PPV)(Precision) of 
98 percent and a Negative Predictive Value 
(NPV) of 98 percent. The NLP algorithm for 
detecting substance use had a PPV of 92 per-
cent and an NPV of 98 percent.7

Wang et al. (2015) are one of the few 
studies that apply more in-depth analysis 
beyond regular expressions and logic rules 
and extract a wider range of attributes related 
to substance use. The system detects three 
main sub-categories of substance use (alcohol, 
drug, and nicotine use), but also extracts more 
fine-grained elements including amount, fre-
quency, type (e.g., wine, alcohol, tobacco), 
status (current, past), method, and tempo-
ral information. The authors developed a 
knowledge-based NLP system that leverages 
substance use lexicons and annotated linguis-
tic resources along with deep dependency 
parse relationships between tokens provided 
by the Stanford Dependency parser (Manning 
et al., 2014). The authors report the F-scores 
of 89.8, 84.6, and 89.4, respectively for alcohol, 
drug, and nicotine use statement detection. 
Performance on the extraction of attributes 
report average F-scores of 82.1 (amount), 90.3 
(frequency), 80.8 (status), 88.7 (method), 96.6 
(type), and 74.5 (temporal). The lower score 
on the temporal attribute is due to the variabil-
ity in expression with temporal expressions.

As this review of the literature shows, 
NLP technologies have been used for extract-
ing a range of information on substance use 
and mental illness from clinical notes. These 
approaches detect entities that correspond to 
Unified Medical Language System (UMLS) 
concepts (e.g., drugs, diseases, medications, 
or procedures). More recent approaches 
also detect features like negation and the 
experiencer or subject. Temporal analysis 
is typically limited to basic expressions that 
identify the status of use (current, past, life-
time), although more recent approaches have 
integrated analysis of more complex temporal 
expressions. The current study goes beyond 

7 PPV and NPV in the clinical domain allow one 
to say how likely it is for a patient to have a specific 
disease. The positive predictive value is the prob-
ability that following a positive test result, that 
individual will truly have that specific disease. The 
negative predictive value is the probability that fol-
lowing a negative test result, that individual will 
truly not have that specific disease.

previous works by building a system that 
can identify both substance use and mental 
conditions and related concepts, as well as 
mentions of treatments and diagnoses, includ-
ing non-contract cases that are only discussed 
in narrative text. Furthermore, the system 
automatically detects all important dates and 
determines the status of treatments by lever-
aging textual information. The application 
of NLP allows the processing of larger data 
sets, combining structured PACTS informa-
tion with knowledge discovered from relevant 
textual documents, delivering a comprehen-
sive study of substance use and comorbidity 
detection among individuals in the criminal 
justice system.

Methods
System Overview
The Advanced Narrative Analytics System 
Infrastructure (ANAnSI) performs content 
extraction and detailed narrative analytics 
for knowledge discovery within a distributed 
high-performance system infrastructure. 
ANAnSI is a hybrid system that leverages 
linguistic resources including substance use 
and mental condition lexicons, and combines 
them with probabilistic algorithms as well as 
knowledge-based analytics to identify and 
extract rich event-based narrative analysis 
at the sentence level (i.e., who did what to 
whom, where, and when analysis). The system 
also uses linguistic knowledge in machine 
algorithms to perform reasoning tasks (e.g., 
temporal reasoning) and integrates machine 
learning-based components to make data-
driven predictions (e.g., treatment outcome 
analysis). ANAnSI processes each sentence 
in the data collection and produces a detailed 
event-based analysis. Additional domain-spe-
cific analysis discovers properties relevant 
to substance use and mental illness. Table 
1 shows the types of features automatically 
detected for each event, while Table 2 illus-
trates sample SUD treatment sentences with 
their corresponding analytic representation.

System analysis can also be viewed in terms 
of the relationships between each event and its 
participants, including the subject or agent of 
the action, the person affected by the action or 
the patient, and relations to temporal expres-
sions. Figure 1 illustrates the analysis for the 
sentence in Table 2 where the Begun_by and 
Ended_by relations capture the start and end 
dates of the event. Shaded boxes represent 
discovered elements and arrows represent 
relationships between these elements.
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Data
The study focuses on 98,389 probation indi-
viduals under supervision as of October 2021. 
The information for this project was auto-
matically obtained from the free text sections 
of Presentence Investigation Reports (PSIR), 
which represent investigations into the history 
of the person convicted of a crime before sen-
tencing to determine if there are extenuating 
circumstances. More recent information was 
collected from psychological assessments and 
reports from treatment providers, and Chrono 
entries where probation officers record notes 
on office or home visits with the individual 
under supervision. All extracted events are 
associated with the offender’s jurisdiction, 

criminal offense, and demographic infor-
mation in the database for easy search and 
retrieval. A breakdown of the corpora used is 
shown in Table 3.

To prepare the data for processing, pre-
processing steps are required.

1. Select corpus files: The PSIR docu-
ments and Chrono entries are explicitly 
tagged as such in PACTS and are easy 
to identify. However, psychological 
assessments may be classified under 
different document types. We therefore 
created a set of heuristic rules to auto-
matically determine which documents 
should be treated as psychological 
evaluations by performing a keyword 

search on the Notes section of the 
PACTS metadata where users indicate 
additional information about the docu-
ment type. For instance, if the Notes 
section contained terms such as “psy”, 
“eval”, “stable”, “abel”, “eval”, “evl”, “treat-
ment”, “trt“, “ass” (for assessment) and 
did not include the terms “contract”, 
“waiver”, “receipt”, or “no show”, the 
documents were selected for analysis.

2. Extract text from PDF documents: 
The system applies generalized con-
tent extraction to the scanned and 
electronic PDF documents associated 
with the individuals under supervision. 
In addition, this component performs 
document structure analysis on the 
Presentence Investigation Reports to 
identify and parse out the different 
sections of the PDF documents and 
extracts the tabular profile and crimi-
nal information as well as all free text 
content per section. The following sec-
tions of the PSIR are predominantly 
used to extract relevant domain 
information: Mental and Emotional 
Health, Substance Abuse, Personal and 
Family Data, Juvenile Adjudications, 
Employment History, Education and 
Vocational History, Adult Criminal 
Convictions, Criminal History, and 
the PSIR cover page. This component 
further “cleans” the data by normal-
izing the textual content to maximize 
processing.

Technical Approach
The ANAnSI architecture is provided in Figure 
2. The Information Extraction Component 
takes the text extracted from PDF documents 
and Chrono notes as input and leverages 
open-source NLP tools for in-depth linguistic 
analysis and parsing. Stanford CoreNLP is 
a probabilistic system that performs entity 
recognition and sentence segmentation, 
detects the part-of-speech categories of each 
term, generates the dependency parse struc-
ture for each sentence, and detects temporal 
expressions (Manning et al., 2014). We used 
CoreNLP version 3.92 to generate depen-
dency structures for all narrative statements. 
Apache cTAKES (clinical Text Analysis and 
Knowledge Extraction System) was developed 
specifically to extract and analyze clinical 
information from unstructured text (Savona 
et al., 2010).

The Knowledge Discovery and Integration 
Component builds on the results of the previous 

TABLE 1
Automatically Extracted Substance Use and Comorbidity Related Indicators

TABLE 2
Representation of Automated Analysis for Sample Sentences

TABLE 3
Breakdown of Corpus for the Study

N = 98,389

FIGURE 1
Event, Entity, and Relations Analysis
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components to structure a complete analysis 
for events and their participants, to refine 
the recognition and classification of entities, 
and to infer the temporal relations between 
events in generating a timeline. This section 
also applies advanced linguistic analysis to 
improve argument and negation detection and 
improve precision of results. The complete list 
of entities employed by the system are person, 
role (e.g., doctor), location (city, state-or-prov-
ince, country), facility, organization, temporal, 
money, salary. This component is able to 
detect and label the events in each sentence as 
well as related events such as a reporting event 
(Medical records indicate that …), an aspectual 
event that marks the end or beginning of the 
main event (He began treatment in 1993), or 
an event marking an intention (Johnson stated 
that he would like to attend treatment for 
depression). Finally, the system applies tem-
poral reasoning techniques to infer complex 
temporal relations between events (e.g., He 
became depressed after his infant brother died 
in 2000 infers that “became depressed” event 
began in or after the year 2000), compute tem-
poral expressions with respect to the referred 
date (e.g., the diagnosis date can be computed 
based on the individual’s date of birth in He 
was diagnosed at age 20, or the treatment date 
can be computed based on the document date 
in She is currently undergoing treatment for 
anxiety or Medical records indicate that the 
defendant was terminated from the program 
three weeks ago). In addition, this compo-
nent links all temporal relations to obtain a 
complete temporal graph to capture the start 
and end dates of an event (e.g., Jackson began 
treatment in March 2003 and was successfully 
discharged three months later will be analyzed 
as having a start date of 2003-03-01 and an 
end date of 2003-06-01).

The resulting analyses are enhanced for the 
use case in the Domain Analysis component by 
identifying significant events and relations for 
the mental health and substance use domains. 
This component can detect paraphrases of 
mental condition mentions and substances at 
the appropriate level of granularity for PPSO. 
For example, terms such as depression, chronic 
depression, depressive tendencies, and major 
depressive disorder are all mapped to the more 
general term depressive disorder. In addition, 
it detects relevant events such as diagnoses, 
prescriptions, drug use, or treatments by 
identifying verbs commonly associated with 
these events (e.g., attend, complete, hospitalize, 
undergo are typically used to describe treat-
ment events). This component also classifies 

the start or end of an event. For instance, verbs 
such as enroll or enter signal the beginning of 
a treatment event while discharge indicates 
the end of the treatment program. For each 
treatment event, the system also detects the 
treatment provider or facility mentioned in 
the sentence, the nature of treatment (e.g., 
inpatient or outpatient), and the procedure 
(e.g., anger management, drug rehabilitation). 
Any negated events are tagged as such.

As the system performs linguistic argument 
analysis to identify the participants in each 
event, it is possible to distinguish and ignore 
cases where a family member is mentioned 
rather than the individual under supervi-
sion (e.g., “the defendant’s mother suffered 
from Schizophrenia”). The system also tags 
the source of the information (e.g., reported 
by a medical professional or self-reported). 
Note that a sentence like The defendant denied 
smoking marijuana is analyzed as a negated 

substance use event, but the reporter is tagged 
as “self-report.” As descriptions of treatment 
events in probation documents can use very 
divergent wording to report the outcome, the 
system applies a trained Maximum Entropy 
machine learning algorithm to automatically 
classify the treatment outcome based on the 
categories shown in Table 4. The algorithm 
performs at 85 percent accuracy.

Extracted information from all docu-
ments associated with a particular individual 
is stored in the Knowledge Model, a Neo4j 
graph-based database management system, 
allowing all analyses to be compiled in a 
structured form with explicit links between 
related concepts and properties. The graph-
based representation facilitates viewing all 
relevant information associated with a given 
individual, as well as obtaining an overview of 
all individuals under supervision in a specific 
district. The database provides the user with 

FIGURE 2
Analytic Pipeline for ANAnSI

TABLE 4
Treatment Outcome Categories
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a powerful query language to easily display 
answers to research questions, which can in 
turn be displayed in various formats, such as 
comma-separated value files, timeline view 
of events, or event relationship visualizations.

Results
Overview of Results
ANAnSI automatically processed over 62 mil-
lion sentences from the documents associated 
with 98,389 individuals under supervision and 
identified events indicating formal SUD diag-
noses, reports of substance use, presence of 
co-occurring disorders, and treatment partici-
pation information for the study group. Since 
recent events are of more interest to PPSO, 
the system also verifies if the detected event 
date or the document date falls within the 

supervision period for the individual. These 
results are shown in Figure 3 and details are 
presented in Table 5, contrasting all events in 
each class with the subset that was identified 
as occurring within the supervision period. 
We treat “successful” treatments as the ones 
that were not discontinued, terminated, or 
extended.

Results of the automated analysis show 
that about 93 percent of the individuals under 
supervision have had an issue with substance 
use at some point in their lives (see Diagnosed 
for SUD (formal & indefinite)). These include 
formal diagnoses for SUD as well as informal 
reports of substance use, either self-reported 
or reported by a medical professional or 
a third party. In contrast, only about 15 
percent of the study group has received an 

official diagnosis at some point in their lives, 
according to the files analyzed. Note that 
these numbers reduce to 28 percent for all 
substance use reports and about 8 percent for 
formal diagnoses if limited to events within 
the supervision period. Furthermore, about 29 
percent of the population under study has had 
at least one diagnosis for a co-occurring disor-
der with their substance use at some point in 
their life, and about 15 percent have received 
a COD diagnosis during their supervision 
period. Table 6 shows a comparison of the 
system results with the findings in previous 
research. As previously discussed, none of the 
previous study groups or research approaches 
correspond directly to the current analysis, 
yet a comparison of estimated values shows 
certain correlations.

The comparatively higher treatment scores 
found by ANAnSI reflect the treatment records 
during supervision as documented in the 
Chrono entries and include both contract and 
non-contract treatments. If we only take into 
account older information provided through 
PSIR or treatment reports, the percentage of 
individuals treated for SUD is lowered to 44 
percent overall and 21 percent during their 
supervision period, which is closer to the rate 
discovered in previous studies. Similarly, the 
information on the individual’s substance use 
history reflects data from the Chrono notes, 
while the information limited to PSIR and 
treatment documents finds that a smaller 
number (about 79 percent of the population 
under study overall and about 16 percent dur-
ing the supervision period) has had a history 
with substance use.

Figure 4 illustrates the co-occurring disor-
ders most often mentioned in the documents. 
These results correlate with findings in the 
literature where “mental disorders likely to 
co-occur with addiction include depressive 
disorders, bipolar I disorder, posttraumatic 
stress disorder (PTSD), personality disorders 
(PDs), anxiety disorders, schizophrenia and 
other psychotic disorders, ADHD, and eating 
and feeding disorders” (SAMHSA, 2020).

Meanwhile, Figure 5 shows the substances 
most often reported – about 74 percent of 
the individuals under supervision reported 
using alcohol (Ethanol), while 71 percent 
reported using marijuana (Marihuana) in 
their social histories or psychological evalua-
tions. Other top substances include Cocaine, 
Methamphetamine, Ecstasy, and Heroin.8

8 “Pharmaceutical Preparations” refer to general 
mention of the term “drugs” in the text.

FIGURE 3
Event Types Automatically Identified by ANAnSI

Percent values refer to the percentage out of the total number of clients (N=98,389).

TABLE 5
Results of Automated Event Detection for Substance 
Use and Co-occurring Mental Disorders

TABLE 6
Comparison of automated ANAnSI output with previous research findings
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FIGURE 4
Most Common Co-occurring Disorders Detected

FIGURE 5
Percentage of Clients with SUD (all) that Used a Given Substance at Some Point in Their Life
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A study of the top treatment procedures 
results in an expected list where the major-
ity of the population has participated in 
substance abuse treatment, substance abuse 
counseling, or rehabilitation programs, with a 
smaller group participating in a mental health 
treatment.

Performance Results
System performance was evaluated by creating 
a small reference sample of about 500 sentences 
from PSIR and treatment reports to measure 
the accuracy of the information extracted 
for each event type. The 500 sentences were 
manually annotated by team members for all 
event types and event attributes of interest. 
The language analytics results were then com-
pared to the pre-annotated reference set to 
measure how many of the detected elements 
were accurate and to also calculate how many 
of the expected elements were not picked up 
by the system. System performance does not 
fare as highly when applied to the analysis of 
Chronos, however, given the more informal 
writing style and content, which often lacks 
full sentences and contains various shorthand 
as well as misspellings. (See Table 7.)

While this study makes an important con-
tribution to advancing methods to extract 
substance use and mental condition infor-
mation from text, there are limitations that 
could be addressed in future enhancements. 
The system does not consider same or co-
referring events or substances repeated in 
distinct sentences. For instance, the sentences 
“The defendant began substance use treatment 
in August 2010. He was successfully discharged 
in May 2012” will be analyzed as depicting 
two distinct treatment events, instead of merg-
ing them as a single treatment with a begin 
date of 2010 and end date of 2012. Another 
challenge that was left unaddressed in the 
current version of ANAnSI is the distinction 
between events (e.g., diagnoses, treatments) 
that occurred in the past and those that are 

currently valid. This can be accomplished by 
leveraging the tense and aspect information 
that the system computes to enhance detec-
tion accuracy.

Conclusion
This article describes a successful approach 
to the automatic extraction and analysis of 
probation narrative text in the mental health 
and substance use domain. The results pro-
vide evidence that the use of technology in 
identifying important information in free nar-
rative text in administrative records is feasible 
and cost-effective, and any adaptations to new 
domains can be accelerated through probabi-
listic methods. These analytics can be further 
developed in various directions, depending on 
the mission needs of the organization.
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BOTH THE CRIMINAL legal system (CLS) 
and the health systems are complex, and 
their interagency relationships can further 
complicate effective dissemination, adoption, 
implementation, and sustainment of evidence-
based practices and treatments, including the 
implementation of medications for opioid 
use disorder (MOUD). Coaching is a favored 
implementation strategy,1,2 but it is labor 
intensive for the coach, the organization, and 
the involved staff. This is a substantial barrier 
and often makes this pivotal implementa-
tion strategy costly, particularly in human 
resources. Accordingly, coaching techniques 
need to be designed for scaling up and afford-
ability to maximize the full potential of the 
external coaching function. Researchers at 
the University of Wisconsin–Madison and 
George Mason University under the Justice 
Community Opioid Innovation Network 
(JCOIN) funded by the National Institutes of 
Health (NIH)’s (U2CDA050097, MPI Taxman 
and Rudes), Helping End Addiction Long 
Term (HEAL) Initiative are conducting a pilot 
that will include development of a Coaching 
Extender Platform (CEP). CEP is an asynchro-
nous communication approach that does not 
require live or synchronous communication 
between the coach and the site. CEP’s objec-
tive is to provide an affordable way to extend 

the coaching function and increase coaching 
effectiveness. The pilot has two study aims: 1) 
Design and develop the CEP prototype using 
user-based needs assessment and user-cen-
tered design strategies and Web application 
development best practices and 2) Conduct a 
six-month pilot with four jail settings to assess 
CEP’s ability to increase targeted MOUD use 
and to understand the factors that promote or 
impede CEP implementation.

Introduction
The Centers for Disease Control (CDC) 
identifies overdose prevention as a national 
priority and expanding access to addiction 
treatment services as essential to responding 
to the opioid overdose epidemic.3 Nearly 11 
million individuals pass through local jails 
yearly,4,5 5 million people are on parole or pro-
bation,6 and 1.5 million people are in state and 
federal prisons.4 The Criminal Legal System 
(CLS) has a constitutionally driven responsi-
bility to provide behavioral health care (i.e., 
mental health and substance use services) to 
this large concentration of U.S. adults with 
behavioral health needs; however, less than 10 
percent of justice-involved individuals are able 
to access behavioral health services regardless 
of setting (jail, probation, etc.).7-10 Among 
CLS populations, 66 percent have substance 

use disorder (SUD),3 15 percent identify with 
lifetime opioid use,3 and 11 percent are pain 
medication dependent.3 These symptoms and 
use rates are dramatically elevated compared 
to those of the general population, resulting 
in unfavorable rates of overdoses,11 suicide,12-14 
disabilities and physical disorders,11,15,16 home-
lessness,17 and death.18,19

The three most common medications for 
opioid use disorder (MOUD)—methadone, 
injectable naltrexone, and buprenorphine—
have all proven to increase retention in 
treatment and decrease self-reported use 
of opioids, criminal activity, and mortal-
ity.8 While pharmacotherapy holds excellent 
promise, medications are underused in SUD 
treatment, both in and out of the CLS.20,21 
Approximately 80 percent of those with opioid 
use disorder (OUD) do not receive appro-
priate treatment.9,10 Use of MOUD among 
CLS populations is even lower,22 with justice-
referred patients being one-tenth as likely to 
receive agonist MOUD as other patients.23 
This inequity is particularly unwarranted 
as individuals in incarceration settings have 
direct access to health care, sometimes for 
the first time in their lives, and are ten times 
more likely to die because of an overdose 
post-incarceration.24,25 Individuals in the state 
of New York receiving buprenorphine or 



December 2023

methadone treatment for OUD during incar-
ceration were associated with an 80 percent 
reduction in overdose mortality risk for the 
first-month post-release.26 However, despite 
the promise of MOUD, their rates of use have 
remained persistently low in CLS settings.27,28

Strategies are needed for increasing low 
MOUD rates in jail settings that can address 
the complexities of CLS health systems and 
resistant CLS personnel attitudes towards 
MOUD.27 External coaching from some-
one independent of the organization has 
become a standard strategy for behavior and 
systems change29-31 and has resulted in sig-
nificant improvements in evidence-based 
practice implementation,32,33 administrative 
functions,31,34 clinical processes,35,36 and sys-
tems of care.37,38 Coaching is identified as an 
active ingredient in learning collaboratives 
and has been one of the more successful imple-
mentation strategies.34 However, a significant 
deficit with coaching is its labor intensive-
ness for the coach, the organization, and the 
involved staff. In times of labor crisis, this 
becomes a substantial barrier and often makes 
this pivotal implementation strategy cost- and 
human resources-prohibitive. Accordingly, 
coaching techniques need to be designed for 
scaling up and affordability to maximize the 
full potential of the external coaching func-
tion. Moreover, greater clarity and consistency 
regarding what occurs within the coach-
ing sessions is needed. This “black box” of 
coaching results in variation in practice and, 
consequently, in results overall. In a current 
trial conducted by this research team in jail 
settings through a Justice Community Opioid 
Innovation Network (JCOIN) initiative,39 the 
promise and limitations of coaching became 
prominent, motivating the team to attempt 
to develop a coaching approach that could 
optimize the benefits of coaching while over-
coming the strategy’s limitations.

The Parent JCOIN Study
Researchers at the University of Wisconsin–
Madison and George Mason University under 
the JCOIN initiative through the National 
Institutes of Health (NIH), Helping End 
Addiction Long Term (HEAL), are conduct-
ing an implementation effectiveness trial with 
42 jails and community-based treatment pro-
vider organizations around the nation that 
are working to adopt, implement, or increase 
buprenorphine, methadone, and injectable 
naltrexone MOUD programming within their 
correctional setting.5 The study “Fostering 
MOUD Use in Justice Populations” is in year 

four of a five-year study that began in January 
of 2021. The study is looking at two different 
implementation strategies, NIATx Coaching 
and ECHO, to determine the optimal 
approach for increasing the uptake of MOUD. 
NIATx coaches provide technical assistance in 
MOUD implementation and organizational 
change to assist justice and treatment orga-
nizations in implementing and disseminating 
MOUD for justice clients. ECHO focuses on 
the MOUD provider’s knowledge and self-
efficacy of MOUD care to increase confidence 
in using MOUD40 through monthly telemen-
toring sessions. Sites were randomly assigned 
to one of four study arms that compared low-
dose NIATx Coaching (4 one-hour coach calls 
in one year) and high-dose NIATx Coaching 
(12 one-hour coach calls in one year) with 
and without ECHO. The study hypothesizes 
that sites assigned to the study arm, including 
high-dose NIATx coaching and ECHO, will be 
most successful in implementing or expand-
ing MOUD use. The focus on implementation 
was on enhancing the MOUD Cascade of 
Care (CoC) of screening, identification, refer-
ral, medication administration, and community 
transition.

During the study, change team mem-
bers were invited to participate in one-hour 
semi-structured qualitative interviews at the 
end of the intervention phase of the study to 
learn how coaching and ECHO (if applicable) 
impacted their site’s MOUD programming 
at both the organizational and personal level 
and their experiences with receiving coach-
ing and ECHO. These interviews provided 
great insight into the barriers and benefits of 
providing coaching strategies within a com-
plex environment such as the criminal legal 
setting. One recurring theme that presented 
itself was an overwhelming request to com-
municate more with their assigned coach 
between coach calls and have a more asyn-
chronous or timely communication method 
to ask questions, receive feedback, and keep 
each other informed of the process improve-
ments happening within the site. The feedback 
led the research team to devise ways to bridge 
this communication gap and, ultimately, the 
beginning steps of designing a coaching plat-
form that is structured, asynchronous, and 
digital to provide an affordable way to extend 
the coaching function and increase coach-
ing effectiveness without increasing labor 
intensiveness.

The use of online technology through 
a laptop or tablet to expand access to and 
improve the coaching function will be 

developed and tested through the Coaching 
Extender Platform (CEP). The CEP will rely 
on online asynchronous communication and 
will initially be used with a limited amount 
of live coaching. The CEP and live coach-
ing “hybrid model” will be designed as an 
implementation strategy that facilitates the 
application of other Expert Recommended 
Strategies for Implementing Change (ERIC),41 
such as conducting education sessions, iden-
tifying and preparing champions, developing 
and organizing quality monitoring systems, 
conducting cyclical tests of change, and audit 
and feedback.

Development and Assessment of 
the Coaching Extender Platform
The development and assessment of the CEP 
pilot has two aims: 1) Design and develop 
the CEP prototype using user-based needs 
assessment and user-centered design strate-
gies and Web application development best 
practices, and 2) Conduct a six-month pilot 
with four jail settings to assess CEP’s ability 
to increase targeted MOUD use and under-
stand the factors that promote or impede CEP 
implementation.

Aim 1: Development of a Coaching 
Extender Platform Prototype
User-centered design (UCD) is a fundamental 
approach in software development that places 
the end users at the heart of the design and 
development process.42 It is a methodology 
that prioritizes the needs, preferences, and 
feedback of users to create software that func-
tions effectively and delivers superior user 
experience.42 UCD recognizes that a successful 
software platform is one that aligns with the 
goals and requirements of its target audience. 
This approach involves a series of iterative 
stages that encompass understanding, design-
ing, and evaluating the user’s interactions with 
the software. By continuously involving users 
throughout the development lifecycle, UCD 
seeks to ensure that the resulting software is 
intuitive, efficient, and capable of meeting 
the users’ specific needs. User personas, user 
journey maps, and wireframing are key prac-
tices within the UCD approach that play a 
pivotal role in crafting user-friendly software. 
Software products developed with these tools 
tend to result in higher user satisfaction and 
adoption rates43 (Figure 1).

Creating User Personas

User personas are detailed profiles represent-
ing various segments of the target user base 
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that provide a valuable reference point during 
the design and development phases.44,45 The 
user perspective helps teams empathize with 
users and make informed decisions related to 
software functionality and interface. Creating 
user personas is a methodical process that 
involves conducting comprehensive user 
research (e.g., through qualitative interviews) 
to gather data on demographics, behaviors, 
needs, and preferences. From this research, 
commonalities and patterns among users are 
identified and detailed persona profiles are 
crafted, giving each persona a representative 
identity, including information such as goals, 
challenges, and technological proficiency. 
These personas are then prioritized based 
on their relevance to the software’s goals and 
shared with the development team to foster 
empathy for the target users and guide user-
centered design decisions throughout the 
development process.

Journey Mapping 

User journey mapping lays out the entire 
user experience, from the initial interaction 
with the software to the completion of user-
intended tasks. This visualization aids in 
identifying and prioritizing user needs and 
expectations and helps anticipate potential 
points of friction in the user experience and 
opportunities for improvement.

Wireframing
Wireframing involves creating skeletal out-
lines of the user interface, illustrating the 
layout and functionality of the software. It 
serves as a blueprint, facilitating early test-
ing and validation of design concepts by the 
software development team. The wireframe is 
used to design the prototype.

Interviews with Target Users

The persona development and journey map-
ping methodology began with interviews 
designed to gain clinical and workflow-rel-
evant insights from individuals working in 
the jails and providing MOUD coaching to 
the jails. This UCD approach collected data 
through a structured interview with four 
NIATx coaches with jail MOUD implementa-
tion experience and eight jail staff. Participants 
were asked questions about their beliefs, suc-
cesses, challenges, and practices in promoting 
MOUD in jail settings and their past experi-
ences using NIATx change methods. Example 
questions for jail staff included: What are 
your primary job responsibilities? Can you 
describe your typical day and the activities you 
perform? What are your main frustrations and 
pain points in your role of providing MOUD? 
How have you benefited from the live coach-
ing sessions? What would be the goals of using 
a coaching platform? What are the top three 
functionalities you would look for in a coach-
ing platform? Example questions for coaches 
included: What need(s) do you see filling for 
those you are coaching? What are your needs 
that you feel are unmet or underserved by live 
coaching sessions? Why and how might you 
use a web-based coaching platform? What 
would be your expectations and anticipated 
benefits of using a platform? What are the 
top 3 functionalities you would look for in a 
coaching platform?

Data from each participant was entered 
into a spreadsheet and aggregated separately 
for coaches and jail staff. A qualitative descrip-
tive approach was used to aggregate and 
describe the participants’ responses and to 
review the variation and commonality of 
responses.46 Although the responses showed 
some differentiation between the groups, the 
two groups had consistent overall themes.

Interview Findings

From the interviews, three types of perso-
nas emerged and were the starting point for 
creating the CEP wireframe: 1) the NIATx 
Coach, 2) the MOUD Executor (nurse prac-
titioner, physician, program manager, and/

or lieutenant/sergeant/sheriff responsible for 
the day-to-day MOUD program), and 3) the 
Executive Champion (medical or program 
director overseeing the MOUD programming 
and funding).

The research team compiled the qualita-
tive findings into a matrix for each persona, 
including 1) barriers experienced in providing 
MOUD, 2) goals for using CEP to overcome 
barriers, and 3) desired outcomes. All three 
personas identified seven barriers to provid-
ing MOUD in a correctional setting, with 
the most prominent barrier being the lack of 
communication between staff at each level of 
the jail. (The CLS setting is a complex system 
with processes structured around standard 
operational procedures and guidance from 
multiple stakeholders—often with little direct 
correlation or communication between the 
two.) A close second was stigma associated 
with MOUD, not only from leadership and 
staff, but also from those incarcerated. A 
jail may have strong leadership support of 
MOUD, but if staff carrying out the program’s 
day-to-day operations are not in support, 
the program fails. Similarly, if leadership is 
not in favor, regardless of staff receptiveness, 
the program will not succeed. Other barri-
ers identified were limited staff bandwidth, 
inadequate funding to provide MOUD, lack of 
community treatment provider partnerships, 
and inefficient tracking and monitoring of the 
MOUD cascade of care (number screened, 
referred, administered medication, and 
referred to treatment post-release).

Following the identification of barriers, 
interviewees were asked what they would 
find helpful in the CEP that would assist in 
combating the barriers. For all three personas 
(NIATx Coach, MOUD Executor, & Executive 
Champion), responses were unanimous that 
having more asynchronous communication 
between the coach and site would be benefi-
cial. The recurring message from the MOUD 
Executor and Executive Champion Personas 
was that the NIATx coach kept their site on 
track with process improvement projects, 
was a motivator and a sounding board for 
ideas, and validated their goals and missions. 
However, they felt they could have been more 
successful if communication with the coach 
had occurred more than monthly or quarterly 
during a scheduled coach call. The NIATx 
coaches echoed the same sentiment: if they 
had continuous updates on the jail’s process 
improvement project(s) and were able to 
answer lingering questions or offer sugges-
tions in a timely manner, they, too, would be 

FIGURE 1
User-Centered Design Process
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able to provide more effective coaching. All 
three personas also relayed that it would be 
useful to have one organized, central location 
to house agendas, task lists, process improve-
ment charter forms, and MOUD data so that 
at any given time, either the coach or jail staff 
could get a quick status update on progress, 
pull reports from the MOUD data for yearly 
reports or funding applications, and/or review 
information that was discussed in prior com-
munications, rather than searching through 
an email inbox.

The MOUD Executor and Executive 
Champion Personas presented a few other 
prominent themes. Interviewees suggested 
that it would be beneficial to interact with 
other jail staff/medical teams to discuss 
pertinent MOUD topics such as screening 
processes, medication administration pro-
tocols, and tactics for addressing stigma and 
diversion. Additionally, they indicated that 
it would be extremely helpful to learn about 
barriers other jails face and how they address 
those obstacles. Another theme was the need 
for more educational resources on MOUD 
(protocols, posters, papers, training/informa-
tional videos, and podcasts relating to MOUD) 
for staff and those incarcerated. Many jails 
are now mandated to provide one or more 
forms of MOUD but are not given adequate 
resources to easily implement or expand their 
programming. Providing resources that have 
worked with other jails can be a simple yet 
effective way to bridge the informational and 
skill development resource gap.

The NIATx Coaches shared one additional 
suggestion that was not raised by the others: 
an organizational needs assessment to be com-
pleted by the jail at baseline and throughout 
the coaching relationship to monitor progress. 
Coaches relayed that having a deeper under-
standing of the jail’s organizational structure, 
the approach to implementing MOUD, and 
the barriers the site was encountering before 
coaching began would have allowed for more 
effective and efficient use of time in guiding 
the sites through their process improvement 
projects.

The information compiled through the 
interviews and User Persona development 
was then integrated into a user journey map 
that identified the software features to inform 
Wireframe development.

Creation of Wireframe and Prototype

Using the information compiled from the 
interviews, the team used a web-based design 
software to develop a wireframe (mock-up) 

of the CEP platform that was shared with 
developers. The wireframe included a mix of 
digital features that CHESS (Center for Health 
Enhancement & System Studies) platforms 
developed at the University of Wisconsin–
Madison and that have previously been found 
beneficial in behavior change47 along with 
new features and stylistic preferences gener-
ated from the qualitative interviews. It was 
determined that the alpha version of the 
CEP prototype would include the following 
features.

Project Management Center: Jail staff and 
coaches will use this feature to generate and 
store agendas and project charter forms, 
complete organizational needs assessments, 
manage tasks, and track progress towards 
implementation objectives. Both coaches and 
sites can view and comment on the informa-
tion entered by the platform users. Automatic 
notifications will be built into this feature to 
notify the intended recipient(s) that informa-
tion has been updated.

Cascade of Care (CoC) Performance 
Tracker: This feature will allow the jail to enter 
their CoC data (number screened, number 
referred, number of individuals administered 
medication, number of medication slots 
administered—buprenorphine, methadone, 
and naltrexone—and number of those referred 
to a community treatment provider post-
release) and view it in an easy-to-understand 
graphical format that will also compare their 
CoC performance to that of similar jails.

Communication Center: Two message 
boards will be available. The first board will be 
for the coach and site to communicate progress 
made in enhancing MOUD programming and 
elements of the CoC. Sites can ask coaches for 
advice at any time. The second board will be 
for sites to communicate with one another to 
pose questions or share resources. Automatic 
notifications will be built into both discussion 
boards to notify the intended recipient(s) that 
a message or response has been posted.

Resource Center: Resources will be made 
available to enhance each of the steps in 
the CoC and will include an instant library 
(information), such as peer-reviewed articles 
that support different CoC practices, personal 
stories (how others have made improvements 
to the CoC), common policies and operat-
ing procedures, podcasts and informational 
videos, handouts, and funding opportunities.

Skills Toolbox: This feature will provide 
tutorials on applying different organizational 
change tools, including improving system 
linkages between jail and community care 

settings. Role-specific tools will be available 
for the executive sponsor, change leader/site 
liaison, and project team members.

Usability Testing

This phase will focus on getting feedback on 
CEP’s alpha version of the prototype before 
it is tested in the pilot. The platform will be 
shared with the study team, NIATx coaches, 
and jail staff participating in the qualitative 
interviews. The project coordinator will con-
duct usability walkthroughs with jail, coach, 
and study team users. They will be able to 
navigate around the platform and view the 
features of CEP and perform a set of com-
mon tasks. Subsequently, they will be asked to 
provide feedback on the functionality, ease of 
use, and perceived usefulness. The informa-
tion gathered will then be shared with the 
development team to refine CEP before the 
pilot’s launch.

Aim 2: Conduct a Six-Month Pilot
A six-month pilot with four jails will study 
CEP’s effectiveness in expanding coaching 
access and impact and achieving improved 
and more consistent implementation results. 
Four jail sites interested in expanding MOUD 
CoC programming will be recruited for the 
pilot. The pilot will be a “hybrid” coach 
design, including the asynchronous CEP and 
low-dose live synchronous coaching.

Pilot Activities

The CEP pilot will follow a project-focused 
design that begins with a one-hour online 
orientation focused on how to use and ben-
efit the most from the different CEP features. 
The sites will also participate in a two-hour 
kick-off meeting where they will meet their 
assigned NIATx coach and research team, 
receive training on the NIATx change model, 
review expectations and requirements of the 
pilot, and begin working with their coach to 
identify their site’s first process improvement 
project focused on MOUD programming 
while using CEP. The change leader and 
change team at each site will work with their 
assigned NIATx coach on one or more process 
improvement projects focused on implement-
ing or improving their MOUD programming 
with the use of the CEP and participate in two 
one-hour coach calls at three months and six 
months. Throughout the six months, the CEP 
will be available to team members, and the 
change leader will be asked to interact with the 
CEP on a weekly basis.
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Pilot Study Evaluation Plan
We will employ a pre-post evaluation plan, 
with data being collected at baseline and M6. 
The primary outcome measure will be MOUD 
use via methadone, buprenorphine, and inject-
able naltrexone. Secondary outcome measures 
will be cascade of MOUD care infrastructure 
(via Jail Substance Use Treatment Services 
Inventory),48 Staff Attitudes toward MOUD,49 
NIATx Fidelity,50 and Workplace Stress.51 At 
the conclusion of the pilot, qualitative inter-
views will be conducted to allow jail and coach 
participants to describe their personal experi-
ences using the CEP and whether or not CEP 
helped alleviate the barriers discussed in the 
initial qualitative interviews, including lack of 
communication, limited access to resources, 
and not having access to a network of other 
jails providing MOUD. Interviews will include 
specific, closed-ended questions to examine 
whether/how the CEP was used, whether/
how CEP usage changed over time, how CEP 
contributed to achieving study outcomes, and 
how the CEP integrated with the live coaching 
function. The qualitative results will be used 
to assess platform effectiveness, including fac-
tors promoting and undermining the success 
of CEP during the pilot, and to enhance the 
CEP for future applications.

Conclusion
The public health imperative of providing 
MOUD in incarceration settings, where infra-
structure complexities and stigma towards 
MOUD persist, provides a challenging and 
opportune setting to test the CEP. The CEP 
pilot will provide researchers and the develop-
ment team with the necessary information to 
gain initial insights into the utility of virtual 
coach supports and evaluation feedback on 
how to refine CEP for effective use on a larger 
scale. The CEP’s intended purpose is to pro-
mote scaling up and affordability of coaching 
to maximize the full potential of the external 
coaching function to address the opioid crisis 
and other pressing public health issues.
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